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Abstract

The problem of person re-identification has been getting much attention in the
computer vision community. The task is to recognize pictures of the same indi-
viduals in images with different backgrounds taken from multiple cameras. It
involves complexities such as different people with similar outfits or the same
person with different outfits, differential illuminations, low-resolution images, in-
accurate bounding boxes, and occlusion. The increasing progress is due to the
increased demand for automated surveillance systems. The problem is often for-
mulated as a retrieval task. When given a query image and a gallery set of images
taken from different cameras, possibly at different locations, the system aims to
find the pictures with the same person.

In this thesis, we have used ResNet50 and Omni-scale Network (OSNet) for
feature extraction and different loss functions such as softmax loss, triplet loss,
quadruplet loss, KL-divergence, etc. to train and infer on models for cross-domain
person re-identification (re-id). We observe that using a multi-source training
strategy boosts the performance of such cross-domain re-id systems. We also
show that using re-ranking significantly improves the performance of both same-

domain and cross-domain person re-id.
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CHAPTER 1

Introduction

1.1 What is Person Re-identification?

Person re-identification (re-id) is a computer vision task that has been formulated
and studied widely as a retrieval problem that aims to build a discriminative,
identity-preserving person descriptor for a person present in a query image for
performing retrieval from a diverse gallery set coming from different cameras
with varying scenes and lighting conditions. With increasing impetus given to
public safety and with an increasing number of surveillance cameras, person re-id
is imperative in intelligent surveillance systems. Typical person re-identification

systems have the following flow:

Probe
._l\
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g
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Ranked Li=st

[ [] . L] L[] L] .
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Figure 1.1: Generic person re-id system working pipeline. Green borders rep-
resent true positives (correct retrievals) and red borders represent false positives
(incorrect retrievals).



1.2 Open-world vs. Closed-world Systems

There are two approaches to person re-identification: open-world person re-id and
closed-world [13] person re-id. For training and testing, closed re-id approaches
assume a controlled environment. The data representation is consistent across the
dataset, the bounding boxes are as accurate as possible, there are enough train-
ing images with correct annotations, and the query identities are present in the
gallery image set. On the other hand, open-world person re-id approaches have
heterogeneous, noisy, unlabeled, and sometimes even insufficient data, as well as
an open gallery set. All approaches discussed in this work are based on closed-
world person re-id [6], [20], [18].

1.3 Challenges in Person Re-identification

Person re-identification (re-id) and facial recognition [4] are both used to iden-
tify people, but they are fundamentally different. Most facial recognition datasets
have well-annotated images with a similar or higher resolution than those from
person-id datasets. Low resolution is frequently caused by pre-processing on raw
images that are required to make them suitable for training a person re-id model,
such as person detection, bounding box generation, and cropping. The presence
of different viewpoints, varying low-image resolutions, illumination changes, un-
constrained poses, occlusions, heterogeneous modalities, complex camera envi-
ronments, background clutter, unreliable bounding box generation, and other fac-
tors, as illustrated in Figure 1.2, pose challenges in developing a person re-id sys-
tem.

Another point to note in comparing these two tasks is the number of images in
the most popular training datasets. For instance, MSCeleb-1M [4] used for facial
recognition contains about 10M images of 1M identities, whereas the largest per-
son re-id dataset - MSMT17, contains 1,26,411 images of 4,101 identities. A few
datasets have been used for training and testing a person re-identification system.
The more prominent ones include the Market1501, MSMT17, DukeMTMC-Reid,
CUHKO3, etc. Each of these datasets is from cameras placed in different surround-
ing settings. For instance, Market1501 has around 32,668 images of 1,501 identi-
ties taken using six cameras in a market. Typically, a person appearing in this
dataset wears casual clothing such as t-shirts, hoodies, and shorts. In the case of
the images in MSMT17, the clothing style is primarily smart casuals. Since per-
sons appearing in different domains (datasets) have a different appearance, fea-



(a) Inaccurate detection (b) Pose misalignment (c) Occlusion

Figure 1.2: Challenges in person re-identification

ture learning and representation for cross-domain training and testing becomes

challenging, as illustrated in Figure 1.3.

1.4 Motivation

Public places such as markets, shopping malls, and parking lots usually have a
network of cameras with a non-overlapping field of view for video surveillance.
Identifying individuals in such a setting can have various applications in security,
such as access control, person tracking, etc. As mentioned in Section 1.3, training
on a particular domain and testing on another has complexities regarding the
different scene settings and clothing style differences. The systems at the site of
deployment of a typical re-id system may not always be powerful enough for
fine-tuning on new data. Hence, the system needs to be generalizable to different
domains for testing and predictions for any practical application of person re-
id. To this end, it is vital to explore cross-domain person re-id approaches to
generalize over different domains without significantly hampering the system’s
performance. Application of such a person re-id system can be in the field of
video surveillance in areas of interest to ensure no unwanted identities are present

at the scene or to track a person of interest to maintain an eye on them for safety



(b) Visual similarity among different IDs

(a) Variation due to camera views

Figure 1.3: Reason for need of generalization in person re-id systems

purposes.

1.5 Problem Statement

Object detection algorithms are used to recognise objects or humans in a scene.
However, identifying the same person in two different images taken from differ-
ent cameras and with different illumination and background settings is a complex
task due to the problems mentioned in Section 1.3. Also, the system should per-
form reliably even in diverse environments from the one in which it was trained.
Cross-domain person re-id, thus, is a requirement for any practical application of
a person re-id system. This work attempts to perform person re-identification on
image datasets. It can be viewed as a retrieval task wherein the system finds the
top matching images to a query image. Mathematically, finding the images with
minimum distances to the query image can be viewed as a task. The following,

when performed k times, gives the top-k retrievals.
y =argmin D(q,y;) (1.1)
yi€G

where y; is the representation of the i image in the gallery set G and g is that of

the query. D is the chosen distance metric (e.g. Euclidean distance).



1.6 Contributions

We have explored a few different approaches for the task of person re-id in this
work, and they are as follows:

* The use of omni-scale network-based methods represents the images as a
linear combination of features of different ‘scales’. By modifying the OSNet
architecture, we have incorporated an attention mechanism as a SENet block

after each 3 x 3 lite convolution layer.

* We have also explored a Generative Adversarial Network (GAN)-based method
that performs image generative and identity discriminative tasks in the same

network by using structure and appearance encoders of input images.

* Triplet loss-based methods are also used, wherein we also experiment with

cosine distance instead of Euclidean distance while calculating the loss.

* We also point out the advantages of multi-source training and post-processing

after retrieval (re-ranking) to help boost the system’s results.

The rest of this work is arranged as follows: Chapter 2 contains the literature
review and discussion of the existing methods deployed for the task of person re-
id. Chapter 3 discusses the methods we adopted, followed by Chapter 4, which
describes the experiments conducted along with their results. Chapter 5 consists

of the conclusion and the future scope of this work.



CHAPTER 2

Literature Survey

In this section, we discuss the literature review in the field of same-domain and
cross-domain person re-id. Omni-scale (OSNet)-based methods have been adopted
for both same-domain and cross-domain person re-id. OSNet is a computation-
ally lightweight network due to the use of depthwise separable convolutions.
Studies also used ResNet50 - a significantly bigger and computationally expen-
sive network for feature extraction. Attention mechanism was used to improve
feature extraction in some studies, as mentioned in the upcoming sections. A few
other approaches involving aligning two images for distance calculation during
literature and ones based on using a Generative Adversarial Network were also
studied.

2.1 OSNet-based Feature Extraction

Omni Scale Network or OSNet [20], aims at learning discriminative features that
are a weighted combination of multiple scale features. It captures homogeneous
features that consist of features of only one scale and heterogeneous features that
are composed of multiple scale features. A homogeneous feature contains features
of the same scale. For instance, a feature learnt with a bigger receptive field (e.g.,
a person in white tee and denim). On the other hand, heterogeneous features can
consist of a medium scale feature (e.g., a white t-shirt) and a small scale feature
(e.g., alogo on the t-shirt). A semantic understanding of combinations of different
scale features can help the model identify the imposter. These ‘weights” are dy-
namically calculated for each image using a unified aggregation gate depending
on its composition.

Batch normalization (BN) is used in the 3 x 3 lite to normalise the samples
based on parameters of the entire mini-batch to learn the discriminative features
among the examples in the mini-batch. Zhou et al. [21] tweak the OSNet by incor-

porating instance normalization (IN) to potentially eliminate the instance-specific



cues and thus helping generalisation of the model to the differential background
and illumination scenarios. However, determining the optimal position of IN in
the OSNet architecture is not a straightforward task. To this end, the authors have
used neural architecture search to determine the best possible network configu-
ration involving IN. It is worth noting that this tweak boosted both the same-
domain and cross-domain scores (mAP and R; accuracy) over the original OSNet

architecture.

2.2 Attention-based Approaches

Liu et al. [10] propose model adaptation and model generalization by introducing
an attention mechanism in the backbone network to learn the discriminative fea-
tures for every domain. The attention results are incorporated in the output using
skip connections to improve features of high and medium levels of semantic in-
formation. Prior information about other domains is not required as it is learnt
using an attention mechanism.

The architecture consists of three components - the backbone network, the at-
tention module, and the skip connection, as shown in figure 3. ResNet-50 is the
backbone network in this work, consisting of four stages. Attention modules are
incorporated after each of these stages for experimentation. The authors explored
the use of spatial attention, channel attention, and hybrid attention - a combina-
tion of both. Spatial attention captures the position of different body parts and
partial body features. High-level features of every channel correspond to dif-
ferent body parts as a response for each part is different in different channels.
Channel attention aims to capture this information to learn features better and
adaptatively. Two types of attention - long-range dependency-based and direct
generation-based were studied, and incorporating them was explored in various
permutations and combinations.

Wang et al. [12] contribute a fully attentional block that can plug into any
CNN for performing better on misaligned images. ResNet-50 [5] is used as the
backbone network. A fully attentional block (FAB) based on the SENet is used
for the attention mechanism. The only change compared to the SE block is that
instead of an FC layer at the end, the authors use a 1 x 1 convolution to keep
the size of the feature map the same as the input to the attentional block. This is
why the FAB can be used with any backbone. The attention features are added
element-wise to the original feature map, and attention loss is calculated.

OSNet [20] is used as a backbone instead of ResNet50 in [8]. The number of



convolutional and max pool layers was minimized, and the architecture consisted
of multi-scale focusing attention (MSFA) blocks. These blocks were arranged in
stacks of different quantities with a different number of channels in each stack.
Each of these MSFA blocks comprises fully attentional (FA) blocks. Using these
fully-attentional blocks consisting of a 3 x 3 lite layer (using depthwise separable
convolution, as in OSNet) followed by a Squeeze-and-Excitation (SE) block, multi-
scale feature attention is captured and used for cross-domain person re-id.
Alongside spatial attention that has been explored in various computer vi-
sion tasks, channel attention has also garnered research interest. Squeeze-and-
Excitation Net (SENet) [7] is one such network that tries to capture channel atten-
tion. Each channel contains some feature information. Modern deep networks
consist of a large number of channels, each of which may not contain consider-
able or valuable feature information. SENet captures the channel attention by
tirst ‘squeezing’ (or reducing) the number of channels by a reduction ratio r (gen-
erally, the value of r is set to 16), followed by ‘excitation” (or expansion) to get
back the original number of channels after going through ReLU activation.
Residual Network (ResNet) [5] architecture-based networks have been used
extensively for feature extraction of images. ResNet-50, ResNet-101 and ResNet-
152 are used for feature extraction in person re-id systems. The number in these
names refers to the number of convolution layers. Residual networks have helped
the deep network perform feature extraction and improved the performance of

most computer vision tasks.

2.3 Triplet Loss as Loss Function

Triplet loss is a loss function that involves a triplet including an anchor, a positive
sample, and a negative sample. This loss function aims to pull the anchor and the
positive sample close to each other while pushing the negative sample away from
the anchor. For triplet loss to be effective, the sampling strategy for the positive
and negative samples is critical. Usually, authors go with hard sample mining.
Concretely, the hardest positive and the hardest negative samples are chosen for
each anchor sample from each mini-batch. The hardest positive sample refers to
the sample of the same class as the anchor but with the least similarity. The hard-
est negative sample is from any other class that resembles the anchor the most.
Other sampling methods have also been explored, such as cumulative sampling,
wherein the model is fed with easier samples initially, and the difficult ones are

progressively fed. Another work [14] explores triplet non-local loss wherein the



positive sample in the triplet is also considered as the anchor to push the negative

sample away from the positive sample along with the anchor.

2.4 Domain Generalization using Meta-Learning

Batch normalization (BN) aims at generalising the person re-id model to get good
results on cross-domain test sets. Instance normalization (IN) , on the other hand,
helps in distinguishing samples of different classes. Hence, over-style normal-
ization where the IN removes even the identity discriminative information or
under-style normalization due to the BN trained models failing to perform on
cross-domain datasets may occur. The key idea is to generalize Batch-Instance
Normalization (BIN) layers by simulating the cases that are likely to occur in a
cross-domain retrieval setting in the meta-learning pipeline. By overcoming the
harsh differences caused due to different domain settings, the model prevents
overfitting. The parameter p € [0, 1] defines the weight given to IN and BN. Cho
et al. [1] separate the feature learning from the meta-training. Meta training deals
with the simulation of the inter-domain variations that the model has to address.
All the parameters but the weight parameter p are updated (i.e., 65 - feature ex-
tractor and ¢ - classifier), and the balancing parameters 6, are updated in the

meta-training phase.

y=p(yp-2p+Bg)+ (1 —p)(v1- 21+ B1) (2.1)

where 7, B € RC are affine transformation parameters with C being the num-
ber of channels of x , £ is the normalized response, and p € [0,1] is a learnable
parameter that decides the weightage given to batch normalization and instance
normalization.

In the feature learning phase, the cross-entropy loss is used for ID-discriminative
learning and triplet loss for similarity learning. Label smoothening is also applied
since many labels exist in a multi-source domain dataset. The mini-batch of data
from source domains is divided into meta-train and meta-test sets in the meta-
training phase. The balancing parameter (p) biases towards IN or BN to simulate
the domain shift due to the other. Two losses are used to counter over-style nor-
malization - scatter loss and shuffle loss. Scatter loss enhances the intra-domain
diversity, and shuffle loss pulls the sample from the same class and pushes the
inter-class samples away. Triplet loss is used to enhance intra-class compactness
irrespective of the style difference. The total meta-training loss is the sum of these
three. 0, are the parameters updated with B. After the meta test phase, 0, is

9



updated.

2.5 Aligned Re-id

Aligned Re-ID [15] involves learning global and local features. Global features in-
clude the structure and pose information, while local features can be understood
as the position of body parts in the pictures. Global features are calculated by per-
forming pooling over all the channels of the feature map extracted from a network
such as ResNet50 (say CxHxW), thus giving C dimensional vector. Local features
are obtained by pooling over the H direction and then taking a 1x1 convolution
to reduce it to c-dimension. Hence, the local features are H x c-dimensional. Dis-
tance between global features is calculated using the L, distance formula, and
the local distances are learnt as shown in Figure 2.1. Concretely, to compare two
images, the aim is to find at what position each body part is compared to in the
other image. In Figure 2.1, the first stripe in the left image is mapped to the fourth
stripe, the second to the fifth and sixth stripe, and so on. After mapping horizontal
stripes, local feature distances and total distances are then calculated. Training is
done with metric learning using the TriHard loss function (i.e., mining the hardest

positive and negative sample for each anchor).

|

Figure 2.1: Local distance computation between features

Mutual learning is used for training the model. A large teacher network learns
the features of images, and knowledge distillation is used to transfer them to
smaller student networks (with parameters 6; and 6,) that are trained simultane-
ously. Each of these networks uses classification loss and metric learning loss. The
corresponding losses are combined to form classification mutual loss and metric
mutual loss that consider only the global features for both networks. In the in-
ference stage, using only global features learnt via mutual learning can give good

results.
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CHAPTER 3

Methodology

In this chapter, we will discuss our methodologies in this work. We use Omni-
scale feature learning, Generative Adversarial Network (GAN)-based joint dis-
criminative and generative learning, using ResNet50 as feature extractor with
triplet loss and quadruplet loss function. We highlight the benefits of using multi-
source training for generalizing a cross-domain person re-id model. We also use

re-ranking in order to boost retrieval scores.

3.1 Using OSNet Backbone with Softmax Loss

In this approach, we make use of the Omni-scale network (OSNet) architecture
for the task of feature extraction. OSNet computes features for images by dynam-
ically fusing multi-scale features. Specifically, it fuses a small-scale feature with a
smaller receptive field (e.g., a logo on a t-shirt) and medium to large-scale features
(e.g., the outfits’ color and the person’s structure in the image, respectively). Such
feature detection helps to differentiate an imposter during the retrieval task, as

shown in Figure 3.1 by detecting the logo on the white t-shirt.

E :

Figure 3.1: Detection of imposter using omni-scale features

OSNet is computationally efficient as it only consists of around 2.25M param-

eters compared to approximately 25M parameters in the case of ResNet50. This

11



is because it uses depthwise separable convolutions [2] where pointwise convo-
lution is followed by depthwise convolution, which reduces the number of com-
putations and the number of parameters by a factor of c(no. of channels in the
input). The smaller number of parameters makes the model less prone to overfit-
ting. Due to its compactness, these backbone components of OSNet are termed as
3 x 3 lite layers (shown in Figure 3.2) as the receptive field is of size 3 x 3. In gen-
eral, when t such blocks are stacked together, the receptive field becomes 2t + 1
X 2t +1 (t = [2,3,4]). Each block calculates ¥ given x where x is passed through
t 3 x 3 lite layers as given in Equation (3.1).

T
=) Fi(x), st. T>1 (3.1)
t=1

where F is the feature extraction function and f (t = 1,2, ..., T) is an added dimen-
sion which gives the number of scales the learnt feature is composed of. We set
T =4.

Each stack of 3 x 3 lite layers outputs homogeneous scale features that are dy-
namically fused to learn the best discriminative features for the input image. A
shared and unified aggregation gate is used to calculate the output of the aggrega-
tion gate. It dynamically learns the importance of features captured at each scale,
and the weights for each are chosen dynamically. Learning the fusion in such a
way helps ensure that the scales of learnt features are not general but different for
each input image. The shared aggregation gate also has the desired property that
all streams are combined to guide the learning of G.

T
=) G(xhox, st T>1 (3.2)
=1

where G is the feature extractor and G(x') is a vector with length spanning the
entire channel dimension of x! and ® is the Hadamard product.

Batch normalization (BN) is used in the 3 x 3 lite to normalise the samples
based on parameters of the entire mini-batch to learn the discriminative features
among the examples in the mini-batch. We tweak the OSNet by incorporating
instance normalization (IN), similar to [21], to potentially eliminate the instance-
specific cues and thus help generalisation of the model to the differential back-
ground and illumination scenarios. However, determining the optimal position
of IN in the OSNet architecture is not a straightforward task. To this end, the au-
thors have used neural architecture search to determine the best possible network

configuration involving IN. It is worth noting that this tweak boosted both the

12
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Figure 3.2: Bottleneck network (described on the left) alongside the shared aggre-
gation gate (AG).

same-domain and cross-domain scores (mAP and R; accuracy) over the original
OSNet architecture.

We have used Squeeze-and-Excitation Network (SENet) as an attention mech-
anism plugged into the OSNet architecture as another experiment. By fusing the
attentions in this way, [8] built their fully-attentional (FA) block. Different from
their work, we use the entire OSNet architecture as opposed to only the first con-
volution and pooling layer in their work. The results of all the changes in the

OSNet and the experiments performed are presented in Section 4.1.

3.2 Using a GAN-based Method

We take motivation from [18] and consequently use a network that can gener-
ate images and perform identity discrimination in the same framework. It uses a
specialized Generative Adversarial Network (GAN) that uses the structure code
consisting of the pose and the appearance code (a;) consisting of outfit features,
accessories, etc., for each image. Using these two codes, the GAN generates N>
images from N images that could consist of images that consist of the structure
(si) and appearance (a;) of the same identity where i = j or cross-combination
of two separate identities such that where i # j as shown in Figure 3.3. We can
reconstruct the images from these codes and vice versa. We consider E; and E; as
the appearance and structure encoders respectively and G as the decoder. An en-

coder can output the respective code when provided with an input. Inversely, the

13



decoder outputs an image using the structure and appearance codes. The image
and code reconstruction losses are given as follows in Equation (3.3), (3.4), (3.5).
code; and code, stand for appearance code and structure code in Equation (3.4)
and (3.5), respectively and x;, s; and 4; represent the ith image, its structure code
and appearance code, respectively. In Equation (3.3), we use two different images
of the same identity to ensure that the generator should be able to reconstruct

image x; from x;.

Li’:cgon = Z [| ’xi - G(ﬂ]‘,S,‘)Hl] (3.3)

xi,x]‘GI,l‘#]‘

where the classes (identities) y; and y; of both images x; and x; are the same.

Looder — Y llai — Ea(G(ai,sj))| 1] (3.4)
ijeli#j

Lotz =Y [lls; — Es(G(ai, )| 1] (3.5)
ijeLi#]

where I in Equation (3.3), (3.4) and (3.5) denotes the set of all images, x; represents
the i’ image, s; and a; represents the structure and appearance code for the i*"
image.

For self-identity generated images that are generated using two different im-
ages belonging to the same class, and for cross-identity generation, the identity
discriminative loss is given as L, and L, in Equation (3.6) and (3.7), respectively.
Here p(y;|x;) is the probability of image x; belonging to class y;. xf-' denotes an
image composed of the structure code of the i’ image and the appearance code
of the j*" image.

=Y —log(p(yilx;)) (3.6)

iel
where log is the natural logarithm and the same notation has been used through-
out the thesis.
w= Y, —log(p(yilx))) (37)
id S\PYilX; .
ijELi#]

The generated images are then used for primary and fine-grained feature learn-
ing. The feature learning and identity discrimination are done using a teacher-
student model wherein the teacher predicts “dynamic soft labels” based on the
structure and appearance composition of the images. The student model aims

to minimise the KL-divergence between the teacher labels” probability distribu-
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tion and the learning task’s discriminative model. Unlike their work that reports
results for same-domain person re-id, we experiment by eliminating the fine-
grained feature learning. Loss functions for primary feature learning and fine-

grained feature learning are mentioned as Equation (3.8) and (3.9), respectively.

K | Kl

Ly = — Y- (ki) log(E0%, 69
k=1 q(k|x;)

Leine = ), —log(p(y;lx}) (3.9)

ijELi#]
where K is the number of identities and each k denotes an identity (classes).
The adversarial loss (L,4,) ensures matching distributions between generated

and real data. It is given as follows:

Logo = ), logD(x;)+log(1— D(G(a;,sj))) (3.10)
ijeLi#j
The overall loss function, using all these losses, is given as follows in Equation

(3.11). The scores are reported in detail in Section 4.3.

Liotal = AreconLrecon + AseconLsccon + AaLia + ALy (3.11)
+AadoLado + AprimLprim + /\fineLfine
where Af,zlc%n, /\;‘gfgn, ASyr Mgr Aados Aprims A fine are hyperparameters to control weights
of the related loss terms, Ly, L;fgffn, L%y, Liy, Lados Lprim and Ly, are the im-
age reconstruction loss, code reconstruction loss, self-identity generation loss and
cross-identity generation loss and adversarial loss, the primary and fine-grained
feature learning losses, respectively as specified above.
The feature learning for the discriminative part of the joint network performs
learning smartly to utilize better how the generative module generates the images.
Concretely, the learning is performed in two parts - primary feature learning and

fine-grained feature learning.

* Primary feature learning: Primary features focus on structure-invariant cloth-
ing information. It uses a teacher-student model where the teacher is simply
a baseline CNN that has information about the identities of the constituent
images that contribute to the structure and appearance codes, while the stu-
dent model deals with each image without this information. The teacher

model gives “soft-labels” i.e., a probability distribution for each class. The
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Figure 3.3: Image generation using structure and appearance codes

student model, too, predicts the probability distribution. Finally, KL-divergence
is calculated between these two distributions.

* Fine-grained feature learning: Fine-grained features focus on appearance-
invariant structure information. Since, in the generation phase, we generate
images that simulate the same person wearing different clothing, the model
is forced to learn fine-grained id-related attributes such as hair, hat, bag,

body size, etc.

Experiments have been performed by considering and disregarding the fine-

grained features, and the results are discussed in Section 4.2.2.

3.3 Using ResNet Backbone with Triplet Loss

As the name suggests, triplet loss involves a triplet including an anchor, a positive
sample, and a negative sample. This loss function aims to pull the anchor and
the positive sample close to each other while pushing the negative sample away
from the anchor (illustrated in Figure 3.4). The equation for triplet loss is given
as Equation (3.12). For triplet loss to be effective, the sampling strategy for the
positive and negative samples is critical. Usually, authors go with hard sample
mining. Concretely, the hardest positive and the hardest negative samples are
chosen for each anchor sample from each mini-batch. The hardest positive sample

refers to the sample of the same class as the anchor but with the least similarity.
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The hardest negative sample is from any other class that resembles the anchor the

most.
Negative ,/’f *\\
Anch?_n_*______’. LEARNING e
o —— *— 1 Negative
- Anchor C
Positive Positive

Figure 3.4: Learning using triplet loss. Positive sampled pulled closed to the an-
chor and negative sample pushed away after training.

Li(a,p,n) = Y max[D(a,p) —D(a,n)+a,0], st ya=yp#yn (3.12)

a,pn

where D(x1, xp) stands for for the distance measure used to calculate the distance
between x1 and x», yy is the class to which x belongs, « is the margin and 4, p and

n stand for the anchor, positive and negative sample, respectively.

Our work uses the ResNet-50 backbone for feature extraction and triplet loss
as the loss function. In Natural Language Processing tasks, it has been found that
using the cosine distance between the representations of different documents in
the vector space gives good results for the retrieval task. With this idea, we have
experimented with the distance metric used in the triplet loss formula given in
Equation (3.12). We replaced the Euclidean distance with cosine distance. We ex-
periment using multi-source training as it alleviates the challenges posed by lesser
training data and provides generalization to the model as the model is not con-
fined to learning domain-specific cues like single-source training. Post-processing
the results after the retrieval are complete can help in enhancing the results. Sub-

sequently, we use re-ranking to enhance the results of our model.

3.4 Using ResNet Backbone with Quadruplet Loss

Quadruplet is similar in concept to the previously discussed triplet loss. Unlike
in triplet loss, we consider four samples in quadruplet loss - an anchor, a positive
sample belonging to the same class as the anchor, and two negative samples, each
belonging to different classes compared to each other, the anchor and positive
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sample. Equation (3.13) shows the formula to calculate quadruplet loss. The first
term in this equation is the same as in triplet loss, and the second term considers

all the four samples in the quadruplet.

Lquad(a/ p,ni, 1’12) = Z maX[D(a/ p) - D((Z, 1’11) + 0‘1/0]

a,p,ny

+ Y. max[D(a,p) — D(n1,n2) + a,0]

a,p,ni,ny

(3.13)

st Ya=Yp,Ya # Yn,Ya F Yny Yny F Yny-

where D(xq,x;) stands for the distance measure used to calculate the distance
between x; and xp, yy is the class to which x belongs, a1 and «, are the margins
and a, p, n1 and ny stand for the anchor, positive and the two negative samples,

respectively.

The first term is equivalent to Equation (3.12). It focuses on the relative dis-
tances between positive and negative pairs of probe images. The second term
is a new constraint that takes into account the sequences of positive and nega-
tive pairs with different probe images. This constraint requires that the minimum
inter-class distance be greater than the maximum intra-class distance, regardless
of whether the pairs contain the same probe.

As previously stated, the first term aims to obtain the correct orders in training
data using the same probe. The second term is useful from the standpoint of
orders with different probe images. It can broaden the inter-class variations and
improve performance on testing data. Though it is a useful auxiliary term, it
should not be used to lead the training phase and is not as important as the first
term. As a result, in Equation (3.13), we treat the two terms differently. Instead of
using weights, we use margin thresholds to determine the balance of two terms in
our loss. We require that the margin between pairs with the same probe be large

enough to keep the main constraint in place.

3.4.1 Re-ranking

Re-ranking [19] is a low-cost post-processing step used to boost the performance
of a person re-id model. The initial ranked list £(g,G) = {g%,43,...4%}, where
q is the probe image, G is the gallery set, is obtained using the sorting the pair-
wise distances between the probe image and the gallery images in ascending or-
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der. The k-nearest neighbours N(g,k) of the probe image g, i.e., the top-k nearest

neighbours of the probe image in the retrieval can be given as:

N(gk) = {atgh .. gl ), IN(a. k)| =k (3.14)

where |.| denotes the number of candidates in the set.

Two images are k-reciprocal nearest neighbours of each other if they are both
present in the k-nearest neighbour set of the other, as can be seen in Figure 3.5.
This provides a much more stringent policy for ranking retrieved images and thus
improves the retrieval scores. In Figure 3.5, green borders represent the true pos-
itives. Notice that the query image (blue border) is present in all of their ranking

lists. The k-reciprocal nearest neighbours R (g, k) are represented as:

R(q,k) ={gi | (gi € N(9,k)) N (g € N (gi,k))} (3.15)

Next, the %‘—reciprocal nearest neighbours are incrementally added to the more
robust set R*(g, k) as:
R*(q,k) « R(g,k) UR (z, %k)
st |R(g,k)NR (z,%k)) > 2 ’R <z, %kﬂ Wz € R(g,k) (3.16)

In this subsection, we re-calculate the pairwise distance between the probe ¢
and the gallery g; by comparing their k-reciprocal nearest neighbor set. As de-
scribed earlier we believe that if two images are similar, their k-reciprocal nearest
neighbor sets overlap, i.e., there are some duplicate samples in the sets. The more
duplicate samples, the more similar the two images are. The new distance d; be-
tween g and g; can be calculated by the Jaccard metric of their k-reciprocal sets

as:

R,k NR (k)|
dj(q,8i) =1— IR (q,k) UR (gi, k)]

Lastly, weights Vg, g; are given to each of the retrieved images g; according to

(3.17)

the original distance between the probe g and its neighbour as follows:

Vgg =1 ¢ s eR k) (3.18)
98 = 0 otherwise .

Using this simple and efficient technique we were able to boost our system’s

performance for both same-domain person re-id and cross-domain person re-id.
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The discussion of the same is done in Section 4.2.2.

Probe P1

Figure 3.5: Demonstration of k-reciprocal nearest neighbours. Green borders rep-
resent true positive retrievals and blue border represents the query image.
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CHAPTER 4

Experiments and Results

4.1 Experiments

In this work, we have performed several experiments on same-domain and cross-
domain person re-id using ResNet50 and OSNet as backbone networks. We ex-
perimented with softmax and triplet loss as loss functions and implemented re-
ranking as a post-processing step to improve our model’s scores. We explain the

experiments in detail in this section.

4.1.1 Datasets

The experiments for this work were performed on the following publicly available
datasets:

Market1501: Market1501 [17] is a dataset collected in front of a supermarket us-
ing six cameras, out of which five are high resolution, and one is lower resolution.
The dataset contains 32668 images with 1501 identities. Each person’s image has

been taken by at least two cameras and at most by six.

DukeMTMC-ReID: DukeMTMC-RelD [3]is a subset of the DukeMTMC dataset
that includes 85 minutes of high-resolution video from eight separate cameras.
The split recommended by the contributors has 16,522 training photos from 702
people, 2,228 query images from another 702 people, and a search gallery of 17,661

images.

CUHKO03: CUHKO3 [9] is collected from five different cameras. It contains 13164
images of 1360 identities.
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4.1.2 Evaluation Metrics

Mean Average Precision (mAP): Mean Average Precision is a metric often used
for retrieval tasks in natural language processing as well as other fields. It is the
mean of the average precision for several queries. It is calculated as follows:

1

mAP = — Y AP, (4.1)

where AP, is the average precision for query ¢ in the query set Q which has |Q)|

queries in total. All calculated values of mAP are in percentage (%) in this thesis.

Cumulative Matching Characteristics (CMC): Cumulative Matching Charac-
teristics (CMC) are the most popular evaluation metrics for person re-identification
methods and other retrieval tasks. Consider a simple single-gallery-shot scenario
in which a single instance represents each gallery identity. For each query, an al-
gorithm ranks all gallery samples by their distances from the query and the top-k
scores (Ry, Rs, Rqp, and so on) are produced.

1 Y1 Fy(x))
Ry = 0l Y. — (4.2)

q€Q

where F;(x;) = 1 if the retrieved image x; and the query image g belong to the
same class and F;(x;) = 0 otherwise. All calculated values of CMC (Ry, Rs, Rip)
are in percentage (%) in this thesis.

4.2 Results with Different Approaches

We have conducted experiments using the three publicly available datasets men-

tioned in Section 4.1.1 for same-domain and cross-domain person re-identification.

4,21 Same-Domain Person Re-identification

We used the omni-scale network (OSNet) with adaptive instance normalization
(AIN) for training and testing on the Market1501 dataset and DukeMTMC-RelD
in two separate experiments. We also used a ResNet50 backbone and softmax loss,
where we experimented with an Adam optimiser and an AMSGrad optimizer on
the Market1501 dataset. Furthermore, we performed various experiments with
ResNet50 backbone and triplet loss with Adam optimizer on all three datasets.
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Here, we also experimented with Euclidean distance and cosine distance as dis-

tance measures in triplet loss. Lastly, we also report results on Market1501 using
the GAN-based methodology.

Table 4.1: Results using different approaches for same-domain person re-id.

Market1501 — Market1501

Backbone Loss Function | mAP (%) | R1(%) | R5(%) | Ryo(%)
ResNet50 Softmax 69.00 85.70 | 94.20 | 96.30
ResNet50 (w. re-ranking) Triplet 79.41 85.90 | 92.80 | 94.40
ResNet50 (w. re-ranking) | Quadruplet 80.52 86.20 | 93.00 | 94.60
OSNet-AIN Softmax 82.80 93.30 | 98.60 | 99.10
JDGL Combined* 55.34 77.29 | 91.12 | 94.00

DukeMTMC-ReID — DukeMTMC-RelD

Backbone Loss Function | mAP (%) | R1(%) | R5(%) | Rio(%)
OSNet-AIN Softmax 72.10 86.10 | 92.80 | 94.70
ResNet50 (w. re-ranking) Triplet 55.70 67.60 | 77.60 | 81.40
ResNet50 (w. re-ranking) | Quadruplet 62.60 73.00 | 81.50 | 86.70

CUHKO03 — CUHKO03

Backbone Loss Function | mAP (%) | R1(%) | R5(%) | R19(%)
ResNet50 (w. re-ranking) Triplet 44.88 40.86 | 55.5 65.36
ResNet50 (w. re-ranking) | Quadruplet 48.00 4390 | 59.10 | 69.10

We conducted experiments to obtain preliminary results for same-domain re-
sults on three publicly available datasets, viz. Market150, DukeMTMC-RelD and
CUHKO03. Using our ResNet50 model with triplet loss and re-ranking, with only
a ten epochs, we were able to get good results in the context of the results studied
in our literature review. The results are compared in detail with other approaches
in Table 4.1.

4.2.2 Cross-Domain Person Re-identification

Using OSNet as the backbone for feature extraction, we experimented with some
variations in the architecture - one as mentioned in the above section (OSNet-
AIN) and another with Squeeze-and-Excitation network (SENet) incorporated in
the network. We tried two such configurations. We added a SENet block after
every bottleneck layer in the first configuration. We then used the idea of a fully
attentional (FA) block from the work by Huang et al. [8]. The SE blocks are added
after every 3 x 3 lite layer, and their outputs are added.

We also use the idea of joint discriminative and generative learning from Zheng
et al. [18] to generate images using structure and appearance codes. Unlike their

work, we use only primary features during learning using the teacher-student
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model. Furthermore, we report scores for cross-domain person re-id using this
method by training on Market1501 and testing on DukeMTMC-RelD. We set the
values of hyperparameters to Affc%n = 0.5, A4 =1, Ay =170, =5 Aaw =1,
Aprim = 0.8. We set Ay, = 0.2 when considering fine-grained feature learning

loss.
¢ Without fine-grained features: mAP = 9.80% R; score = 21.05%
¢ With fine-grained features: mAP = 8.72% R; score = 19.75%

Note that these are preliminary results for 5000 iterations. In our experiment, we
disregard the computation of the fine-grained feature learning loss.

Lastly, we use the ResNet50 backbone for feature extraction and triplet loss.
We train the model for Market1501 to DukeMTMC-RelD and vice versa and re-
port the results. The margin a was set to & = 0.25. We also use quadruplet loss
in place of triplet loss where the two margin parameters - a; and «; are set to a4
= 0.8 and ay = 0.25 respectively. Further, we experiment by using two source do-
mains during training. This serves two purposes - firstly, it provides the model
with more data as compared to single-source training, and secondly, it also helps
the model to generalise better as the model is fed with data from two different
domains where the images have variations in lighting, clothing sense of individ-
uals, etc. as mentioned in Section 1.3. We conclude that for cross-domain person
re-id, using multiple source datasets helps the generalising ability of the model
and boosts the cross-domain scores obtained from single-source training. We also
make use of a post-processing technique in order to boost the retrieval results - re-
ranking. The boost in results obtained by these techniques is tabulated in Figure
4.1 and Table 4.4, respectively.

In Table 4.1 and Table 4.2, for joint discriminative and generative learning
(JDGL), we use a combined loss function that consists of softmax loss for identity
discrimination, image and code reconstruction loss for primary and fine-grained
feature learning and adversarial loss that governs the quality of generated images.
We train the model only for 10000 iterations during our experiments.

Similar to same-domain re-id systems discussed in Section 4.2.1, we also per-
formed experiments with various methods for cross-domain re-id. Table 4.2 dis-
cusses the results using single-source training for OSNet-based and ResNet50-
based triplet loss methods with re-ranking. Like in same-domain systems, ResNet50
with triplet loss is able to perform better than OSNet-based methods for both the
cases we experimented on - Market1501 — DukeMTMC-ReID and DukeMTMC-
RelID — Market1501.
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Table 4.2: Results using different approaches for cross-domain person re-id.

Market1501 — DukeMTMC-RelD
Backbone Loss Function | mAP (%) | R1(%) | R5(%) | Rip(%)
OSNet - IBN Softmax 21.80 39.60 | 55.90 | 61.30
OSNet-AIN Softmax 22.30 39.20 | 56.00 | 62.10
OSNet with SENet Softmax 9.60 19.90 | 31.50 | 38.00
ResNet50 Triplet 23.59 3048 | 4295 | 48.83
ResNet50 Quadruplet 21.51 2994 | 40.75 | 46.23
JDGL Combination* | 12.23 2464 | 3793 | 44.08
DukeMTMC-RelD — Market1501
Backbone Loss mAP (%) | R1(%) | R5(%) | Ryg(%)
ResNet50 Triplet 31.45 50.24 | 63.45 | 68.85
ResNet50 Quadruplet 32.00 52.08 | 64.55 | 68.71

Table 4.3: Comparison of Euclidean and cosine distance

Source | Target | Loss Function | mAP (%) | R1(%)
M M Euclidean 79.41 85.9
M M Cosine 65.27 76.84
D D Euclidean 55.66 67.64
D D Cosine 50.39 61.18
C C Euclidean 44 .88 40.86
C C Cosine 354 32.79
M D Euclidean 23.59 30.48
M D Cosine 18.96 26.48
D M Euclidean 31.45 50.24
D M Cosine 25.15 44.12

We experimented with Euclidean distance and cosine distance measure in the
case of the triplet loss function to calculate the distance between the images con-
sisting of the triplet. Using Euclidean distance, the results were better in terms of
mAP and CMC scores than cosine distance. The results are tabulated in Table 4.3.

As discussed in Section 3.3.1, we perform re-ranking as a post-processing step
to enhance the results of our system. Table 4.4 below tabulates the results without
and with re-ranking and the gain in mean average precision (mAP). We then show
the gains in performance in cross-domain person re-id while using ResNet50 as
the backbone with triplet loss with multiple source datasets in training in Table
4.5.

Lastly, we compare our results obtained with ResNet50 feature extractor and
triplet loss as the loss function and re-ranking for performance boost with the
results reported in [10]. We also mention the state-of-the-art results for cross-

domain person re-identification [16] wherein a heterogeneous convolution net-
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Table 4.4: Gain in results using re-ranking

mAP (%) mAP (%) o)
Source | Target (w/o. re-ranking) | (w. re-ranking) Gain (% points)
M M 52.73 79.41 26.68
D D 39.53 55.66 16.13
C C 30.98 44.88 13.90
M D 14.24 23.59 9.35
D M 25.66 31.45 5.79

work (HCN) is used to learn the correlation between pedestrian images from the
training data. From Table 4.5, it can be seen that using our multi-source and re-
ranking approach, we outperform the mean average precision (mAP) scores for

cross-domain person re-id reported in [10].

Table 4.5: Comparison of results using multi-source and single-source training
data

Title Source Target mAP ((70) R1 (o/o) R5 (0/0) R10 (o/o)

Zhang et al.[16] M D 57.30 78.90 - -

Luo et al.[11] M D 55.20 68.80 - -

Liu et al.[10] M D 37.40 56.80 - -
ResNet50 (Triplet) M D 23.59 30.48 | 4295 | 48.83
ResNet50 (Quadruplet) M D 21.51 2994 | 40.75 | 46.23
ResNet50 (Triplet) M+ C D 34.55 4497 | 58.53 | 64.18
ResNet50 (Quadruplet) | M + C D 37.97 4946 | 80.48 | 84.43

Zhang et al.[16] D M 70.20 90.20 - -

Luo et al.[11] D M 61.70 82.10 - -

Liu et al.[10] D M 36.30 67.20 - -
ResNet50 (Triplet) D M 31.45 50.24 | 63.45 | 68.85
ResNet50 (Quadruplet) D M 32.00 52.80 | 64.55 | 68.71
ResNet50 (Triplet) D+C M 36.30 4770 | 58.53 | 64.18
ResNet50 (Quadruplet) | D +C M 41.76 60.51 | 64.55 | 68.71

In Table 4.3, Table 4.4 and Table 4.5, it should be noted that in the source and
target columns, “M” stands for Market1501, “D” stands for DukeMTMC-RelD
and “C” stands for CUHKO3 dataset, respectively.

For cross-domain person re-id, using a ResNet50 feature extractor and triplet
loss along with multi-source training and re-ranking, we obtained a mean average
precision (mAP) score comparable to the one reported in [10] for the same target
dataset. Using quadruplet loss, we beat the mAP reported in the same work for
both the target datasets (viz. Market1501 and DukeMTMC-RelD). The values in
boldface in Table 4.5 represent the mAP scores obtained using our approaches
that outperform the mAP reported in [10]. The gains obtained in the system for
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cross-domain person re-id using multi-source training strategy can be illustrated
using the bar graph below.

B Single Source [l Multi source

Target = Market

Target = Duke

10 20 30 40
Mean Average Precision (mAP)

Figure 4.1: Gains obtained using multi-source training

Figure 4.2 and Figure 4.3 below show a visualization of the ranking list gen-
erated by the model as output. The leftmost image is the query image and the
following ten images are retrieved from the gallery set. Retrieved images with a
green box represent a true positive or a “hit” whereas red borders represent a false
positive. In Figure 4.2, from top to bottom, we see two examples of retrieval each
for same-domain, single-source cross-domain and multi-source cross-domain, re-
spectively when triplet loss was used as the loss function whereas Figure 4.3
shows the same for quadruplet loss. It should be noted that all results are post
applying re-ranking. The true positive retrievals for same-domain examples are
very high while it performs much worse on the single-source cross-domain ex-
amples. Hence, we exhibit the complexity involved in cross-domain re-id. We
use multi-source training to improve the retrievals in comparison to single-source
training. Figure 4.3 has more retrievals with green borders for all cases, suggest-

ing quadruplet loss performs better than triplet loss.
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(c) DukeMTMC-RelD + CUHKO03 — Market1501

Figure 4.2: Visualization of ranking list for probe images in Market1501 dataset
for triplet loss in case of (a) same domain, (b) single-source cross-domain and (c)
multi-source cross-domain person re-identification.
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(c) DukeMTMC-RelID + CUHKO03 — Market1501

Figure 4.3: Visualization of ranking list for probe images in Market1501 dataset
for quadruplet loss in case of (a) same domain, (b) single-source cross-domain
and (c) multi-source cross-domain person re-identification.
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CHAPTER 5

Conclusions

5.1 Conclusion

The main challenge in the person re-identification task is for the model to general-
ize well on data from different domains. One way to solve this problem of gener-
alization is to feed the model with diverse data to ensure that the model does not
learn domain-related cues during training. To this end, we have experimented
with feature extractors like ResNet50 and OSNet, as well as a variety of loss
functions, including triplet loss and softmax loss. We also experimented using a
specialised Generative Adversarial Network (GAN) that performs generative and
identity discriminative modeling in the same network. Using multi-source train-
ing and re-ranking, we found an improvement in performance with triplet and
quadruplet loss as loss functions. Exhaustive experiments have been conducted
on three publicly available person re-id datasets viz. Market1501, DukeMTMC-
RelID and CUHKO03.

5.2 Future Work

We aim to fine-tune the extraction process to calculate better features that can bet-
ter represent the discriminative identity features of the images. Using lightweight,
compact models such as OSNet and improving their feature extraction process
will be a direction to focus on going forward.

We also aim to experiment with different attention mechanisms that are well-
adapted to the task of person re-identification and provide a boost to the current

results.
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