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Abstract

Text Detection is an essential intermediate step in optical character recognition
(OCR). OCR applied in scene text images is helpful for applications such as traf-
fic signs and vehicle number plate recognition. OCR applied in the document
text images help digitise and analyse the documents. Hence, a robust text detec-
tion system is needed to detect the text exceptionally well given an arbitrary text
image. In this work, we address text detection in images using our Scene or Doc-
ument Image Network (SDINet). During the training of the model, a Weighted
Loss (WL) is designed to better update the training parameters according to the
input image type. A classification model is designed that helps us to find the WL
by classifying an input image as a scene text type image or document text type
image. The novelty of our approach is in the fact that the training parameters of
the model are updated according to the input image type. Our approach shows
comparative results in all the evaluation parameters for scene text and document
text datasets. Specifically, when compared to PSENet [27], experimental results
show that our SDINet approach improves the recall by more than 1%, and F-score
is increased by approximately 1% for SCUT-CTW 1500 dataset. [30].
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CHAPTER 1

Introduction

Detecting text in images can be crucial in extracting data from them. Although
humans find the task extremely straightforward, identifying traits that define text
can be difficult for machine learning algorithms. Text on some kind of congested
objects or object structures with properties similar to texts in an image may make
solving the challenge more difficult. Other problems in text detection are the ar-
bitrary shape of text instances that make the separation of text instances more
complicated, distortions, uneven lightning, variable text size and fonts.

There are several phases involved in detecting and extracting text. For mean-
ing to emerge, text must first be identified inside the image, then extracted, and
finally recognised. We concentrate on the first step of the pipeline, which involves
attempting to locate text-containing regions in an image.

1.1 Problem Statement and Motivation

In this work, our primary focus is on detecting text from scene images or docu-
ment images using our proposed SDINet scheme. Outdoor image such as in Fig.
1.1(b) is termed as scene image. Detection of text in such an image is difficult be-
cause the texts are curved in shape and have complex background changes. An
image such as in Fig. 1.1(a) is termed as document text image. Detection of text
in document images can be difficult because texts are densely located; because of
this, semantic information may get lost. The demand for textual knowledge ex-
traction from many sources has increased dramatically in this era of digitisation.
Fortunately, recent advancements in computer vision have enabled us to make
significant progress in text detection and other document analysis tasks. Opti-
cal character recognition is a technique used in computer vision to translate text
found in photographs or scanned documents into a machine-readable format that
can be altered, searched, and utilised for further processing [8]. OCR in scene text
images and document text images covers several critical applications. This can be

1



(a) (b)

Figure 1.1: Different types of images containing text: (a) Cropped document
text image from SROIE 2019 [6] dataset; (b) Scene text image from SCUT-CTW
1500 [30] dataset.

because the text in scene images compared to document images have mostly con-
trasting properties. Text in scene images is highly sparse, multi-oriented, curved
in shape, and has varying font sizes with complex background changes. In con-
trast, text in document images is highly dense, less oriented, and has a compara-
tively even font size. OCR in scene text images is used to license recognise license
plate numbers which can be used for vehicle tracking, toll collection, etc [19]. OCR
in document text images plays a critical role for many enterprises and institutions
with thousands of documents to process, analyse, and change daily. For example,
information can easily be retrieved from receipts, invoices etc., using OCR [6]. As
text detection is an important intermediate step in the process of OCR, given an
arbitrary text image, a robust text detection system is needed to detect the text
extremely well.

1.2 Contribution

Various methods have been proposed for detecting text from images recently [31,
27, 14, 32, 15, 23]. These methods are also briefly discussed in Section 2.2. How-
ever, out of these methods, only the PSENet [27] model is a shape robust text
detection model that has performed well compared to other text detection models
in general. Hence we chose the PSENet [27] model to apply the proposed SDINet
scheme on it for our work.

The contribution of this work is as follows:

• An SDINet scheme is designed to better update the training parameters of

2



PSENet [27] according to the input image type.

1.3 Thesis Organization

The Thesis is structured as follows. In Chapter 2, the literature review is pre-
sented. In Chapter 3, the PSENet model is explained. Chapter 4 discusses our
proposed SDINet scheme. Chapter 5 contains a discussion of experimental re-
sults, evaluation protocol, and performance comparison of the proposed scheme
with other methods. Chapter 6 gives the conclusion of our work.

1.4 Chapter Summary

In this chapter, we first understood the importance of text detection. Then, we
looked at various input images that can be supplied to the text detection model.
After that, the problem statement is defined. The Motivation behind the problem
statement is discussed by presenting various enterprise applications related to
scene text type images or document text type images. In the end, the entire flow
of the thesis is organized. The next chapter presents a literature review that deals
with various kinds of text detection techniques used before and during the deep
learning era.

3



CHAPTER 2

Literature Review

This chapter focuses on the current advancements in text detection. We will dis-
cuss some traditional and deep learning-based text detection methods and recent
advances in deep learning-based text detection.

2.1 Text Detection Methods Prior to Deep Learning

Era

In this section, we will go over some of the text detection techniques that were
proposed before the deep learning era. During this time, the focus of detection
algorithm development is on feature design.

Most text detection approaches use Sliding Window (SW) [2], [13], [26] or
Connected Component Analysis (CCA) [3], [5], [28], [29] based categorization.
The methods based on Connected Component Analysis (CCA), represented in
Fig. 2.1, to perform classification of text/non-text on retrieved nominee parts,
use algorithmic regulations, or classification methods learned on custom features
(through, for example, colour clustering or extreme area extraction). MSER (Max-
imally Stable Extremal Regions) [20] and SWT (Stroke Width Transform) [3] are
two candidate proposal methods worth mentioning.

MSER is a blob-definition technique in which pixels are combined into greater
blobs using a rolling cutoff. Extremal areas are made by applying a rolling cutoff
to cells with intensities greater than the threshold. An extremal region is one in
which the pixels in the interior have a pixel with greater or lesser intensity than
those on the region’s edge. The maximum regions are the ones that maintain a
uniform size over numerous thresholds. The smaller maximal regions can then
be made offspring of the bigger maximal regions that include them, forming a
tree. These trees can be used to identify various items in an image.

The MSER technique is utilised by Chen et al. (2011) to generate several com-

4



ponents that can be used as character candidates. Many of the character candi-
dates may be inaccurate because the MSER method was not intended to localise
characters in the first place. Because greater candidates might have numerous
lesser versions, the overall number of character candidates is substantially en-
hanced. Many candidates can be eliminated using the computed trees by pruning
the tree’s child or parent nodes. There are two stages to the pruning process. Ini-
tially, vertices in the tree with only one child are trimmed using a sequential cut;
just the descendant or parental node survives. This lowering is repetitively done
to the whole structure. The fluctuation for various cutoffs of each descendant is
then matched to those of other descendant vertices and the parental vertices for
each vertex with two or more descendants. Only the detached, specific charac-
ters remain after the method tries to return the descendant or parent with the
most negligible fluctuation. The single-link clustering technique is used to merge
the remaining character candidates into connected components, and feature con-
tenders with the smallest distance between them are put together to form a new
feature.

The process is repeated till the length between the final amount exceeds a
predetermined limit. The separation between the two components is calculated
based on their similarity, which takes into account differences in stroke width and
colour as well as physical distance. However, the majority of the related compo-
nents may not be text and should be eliminated. Extracted features are analysed
by a classification model for each of the clusters, which effectively addresses shape
and texture features, boundary softness, and the character candidate’s length, size
and shape, and pixel pitch. By using the classification model, each closely coupled
is delegated a possibility of becoming text, and also any aspects with a plausibility
less than a predefined cutoff are eliminated.

The SWT is predicated on the idea that texts have a set width of the stroke.
It turns a grayscale image into an array of plausible stroke widths for each pixel,
which is then sorted into letter candidates if their widths are comparable.

Sliding Window (SW) classification involves rolling windows of different di-
mensions across an image and doing a binary classification to extract true posi-
tive segmented texts. Using morphological procedures [13], Conditional Random
Field [2], and other graph-based approaches, these segments will be further cate-
gorised into text areas.
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Figure 2.1: Text detection flow before deep learning era.
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2.2 Text Detection Methods in the Deep Learning Era

In this section, we will go over some of the most recent developments in deep
learning-based text detection. Most approaches in the deep learning era use deep
learning-based models, and most academics are attacking the topic from a vari-
ety of angles. Deep learning approaches have the advantage of feature learning,
which frees us from repeating feature creation for a variety of applications and cir-
cumstances. Meanwhile, deep learning’s massive representation capacity allows
researchers to look at the problem from several angles and approach it in various
ways.

Various works have been proposed for detecting text from text images . How-
ever, most of these works can be divided into two types of deep learning-based
techniques. One falls under the object detection technique, and the other uses the
semantic segmentation technique.

2.2.1 Text Detection using Object Detection Technique

Text detection using object detection techniques such as you look only once (YOLO)
[21] generally follows the following steps: image is input to a model for training,
the model predicts all the bounding boxes and their corresponding classification
scores directly, and a loss function is used to penalise the deviation of prediction
of the bounding box from that of ground truth, the post-processing step helps
to remove all the boxes whose classification score is less than some threshold af-
ter the model is trained, and then the remaining redundant bounding boxes are
removed by using non-maximum suppression (NMS).

Convolutional neural
network

Input image Model Output volume 
S × S × ( 5B + C)

Figure 2.2: Text detection using YOLO [21]

The text detection model training using object detection technique is trained to
output S× S× (5B + C) volume. Here, S is the number of grids per row or column.
B is the bounding box, and C is the total number of classes. For text detection, the
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Before post-processing After post-processing

Figure 2.3: NMS

number of classes is 2. We require bounding box coordinates as ground truth for
the training using the object detection technique.

NMS is the technique used to filter out the proposals. A list of proposal boxes
L, matching confidence scores Z, and an overlap threshold T are all inputs to the
NMS method. NMS procedure follows the following steps: remove the proposal
with the greatest confidence score from L and place it in the final proposal list D
(At first, D is empty.), now compare this proposal to all of the others by calculating
the IOU (Intersection Over Union) of this proposal with all of the others, remove
that proposal from L if the IOU exceeds the threshold T, remove the proposal
with the highest level of confidence from the other proposals in L and add it to
D, calculate the IOU of this proposition with all of the proposals in L again, and
remove the boxes with IOUs higher than the threshold, this process is continued
until L is devoid of any additional proposals.

Text detection, based upon object detection methods like single shot multibox
detector (SSD) [18], YOLO [21], have been employed in TextBoxes [15], which is a
word-level detector in the scene image. TextBoxes [15] manipulates the SSD [18]
architecture to perform text detection. The main disadvantage of the SSD [18]
model in text detection is that it generally predicts a bounding box that does not
have a high aspect ratio. Since the texts mostly have a high aspect ratio, Liao et
al. [15] designed the different aspect ratios for the default boxes and used 15 con-
volutional filters, which would better fit the text in the images. Finally, a convo-
lutional recurrent neural network(CRNN) [24] model recognises the detected text
from the image. Limitations of TextBoxes [15] include that it could not handle
curvy text, arbitrary oriented text and large character spacing between the words.
In TextBoxes++ [14], Liao et al. [15] extended TextBoxes [15] to detect multi ori-
ented text instances by introducing oriented ground truth values in their dataset.
Shi et al. [23] worked on detecting multi-oriented long text instances by introduc-
ing links between the different segmented parts of the single text instance.
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Figure 2.4: Text detection using segmentation technique

2.2.2 Text Detection using Segmentation Technique

Text detection using segmentation generally follows the following steps: image is
input to a model for training, the model produces a pixel-level classification score
for distinguishing between text and non-text pixels in the image, and a loss func-
tion is used to penalise the deviation of the predicted segmented mask from that
of the ground truth segmented mask, the post-processing step helps extract the
text boxes and then filter out the redundant and unusual aspect ratio boxes after
the model is trained. Text detection, based on segmentation methods, has been
proposed in EAST [32]. In this paper, pixel-level classification is obtained, and for
each corresponding pixel, the distance of pixel position to the four edges of the
rectangle along with the rotation angle is predicted. The subsequent step includes
generating all the bounding boxes from the output channels, and finally, the NMS
process is used to remove all the redundant boxes from the image. For the detec-
tion of curved-shaped text, a progressive scale expansion network (PSENet) [27]
has been proposed. It deals with two problems: the first problem is that of detect-
ing text using pixel-level classification, it is hard to separate out very close adja-
cent text regions, and the other problem is due to the limitation of quadrangular
representation of the bounding box, it is difficult to fit the curved text perfectly to
the text instance. Segmented results are extracted at multiple scales; starting with
the smallest segmented result, it uses a progressive scale expansion algorithm to
obtain the final shape. This helps in separating text instances quite well. If there
are three different segmented results, then we need three different ground truths
for the particular scale.

Document text detection is different from scene text detection as text in the
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document is relatively dense. Because of this, two different words may get de-
tected as a single word and vice versa. DetectGAN [31] was proposed as a character-
level detection framework for detecting text from the document images to over-
come this problem. The main aim of DetectGAN [31] was to make a conditional
generative model (CGAN) [9] using UNET [22] architecture which would gener-
ate corresponding directional feature maps for a particular input image and text
scores from the camera-captured document image.

A directional feature map is used to tackle the problem of the multidirec-
tional orientation of characters in the image. They created four directional maps,
namely, head-up, head-down, head-left, and head-right. During recognition, they
can find the directional feature and subsequently can rotate the character for sub-
sequent recognition. The discriminator is used to distinguish between a fake di-
rectional feature map and a real feature map. For this, the discriminator has two
types of inputs: one input is the image with its corresponding ground-truth di-
rectional feature map, and the other is the input image with its generated feature
map. The job of the discriminator is to distinguish between fake and real. A sim-
ple post-processing technique is used instead of the traditional NMS algorithm,
which would help extract the textboxes from the generated bounding boxes inside
the directional score map.

The scene text detection method suffers from a class imbalance problem as
the text in the scene image is sparse and randomly distributed. Also, the text in
the scene image is mostly of varying scale. Due to this, dice loss [10], as used in
PSENet [27] is preferred over binary cross-entropy loss [10] for scene text image
detection. Dice loss tries to handle the class imbalance problem by maximising
the model’s precision and recall value. While the text in document images is
quite dense, the document text detection method does not suffer from such an
imbalance problem. Hence, binary cross-entropy loss [10] is well suited for such
a scenario.

While the DetectGAN [31] method is state-of-the-art for detecting text from
document images, its robustness can be questioned for detecting text from scene
images as the discriminator model uses binary cross-entropy loss [10] to distin-
guish fake and real features. This can make GAN training quite unstable, so a
better regression method should be developed in such a scenario. Even though
DetectGAN [31] and PSENet [27] perform well for document text detection and
scene text detection individually, no single work addresses text detection in both
kinds of images. Therefore, the purpose of this work is to make a text detection
scheme that addresses the text detection for both types of images.
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2.3 Topics Studied

This section focuses on the crucial deep learning topics to study for performing
any deep learning task. We will restrict ourselves to topics relevant to this thesis
work.

2.3.1 Convolution

The convolution is used for extracting features from the input data. The convolu-
tion operation for extracting the feature map from images can be seen in Fig. 2.6.
The kernels slide over the entire image left to right and then top to bottom. At
each slide, it calculates a new pixel value by using the following formula:

ycal =
i=kc

∑
i=1

j=kc

∑
j=1

I(i, j).K(i, j) (2.1)

where I,K are the image patch and kernel of size kc × kc.
The convolution operation on a single patch of an image can be seen in Fig.

2.5.
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Figure 2.5: Convolution operation on a single patch of the image.

Figure 2.6: Convolution operation on the entire image with a stride of 1 and no
padding.

2.3.2 Rectified Linear Unit (RELU)

Single neurons, the basic components of a neural net, jointly calculate a linear
combination to locate inputs into outputs. Since a linear function of linear func-
tions continues to remain linear, the system would be unable to portray anything
other than a linear correlation between the outputs and inputs. The inclusion
of a non-linear component to a system enables this to locate a feature which
may match the issue area better than just an essential linear transformation. By
its capability to learn network system rapidly, the rectified linear unit (ReLU),
f (k) = maximum(0; k), has recently attracted considerable attention. As the func-
tions approach their asymptotes, the gradients of sigmoidal functions tend to be
around zero. The ReLU, on the different side, has a slope of one before the compo-
nent is involved and zero or else, enabling learning to exist regardless of whether
the component is involved.

Because the tangent of the ReLU is 1 for all positive attributes, learning will

12



Figure 2.7: RELU

take place in a neuron as long as some feedback results in a positive outcome. This
eliminates the requirement to normalise the nonlinearity layer’s input, which is
required for some sigmoidal functions.

2.3.3 Max-pooling

Max-pooling layer helps to lower the dimensionality of the features obtained by
choosing only the highest intensity pixel from a local group of a pixel. The max-
pooling operation is illustrated in Fig. 2.8. Here the local group, i.e. window size,
is 2× 2. In the Max-pooling operation, the window size decides the amount of
downscaling to be done. Here, in Fig. 2.8, the window size is 2; hence the features
are lowered by a multiple of 2.

13



Figure 2.8: Max-pooling operation with the window size of 2 and a stride of 2.

2.3.4 Upsampling using Nearest Neighbour Interpolation

Figure 2.9: Upsampling operation using nearest neighbour interpolation

Upsampling helps increase the dimensionality of the features obtained from
the previous layer. It is also useful for reconstructing the downsampled feature
maps to visualize the features chosen by the deep learning models for giving its
prediction. There are various Upsampling techniques available, but to simply un-
derstand how upsampling works, let us take an example of Upsampling using
Nearest neighbour interpolation. As shown in Fig. 2.9, the upsampling factor
here is 2. The 22 grid in Fig. 2.9 is upsampled to 44 grid in Fig. 2.9. In nearest
neighbour interpolation, the nearest neighbour pixel simply gets copied. Hence,
this method does not involve a complex calculation of interpolating the pixel val-
ues. The other interpolation technique that can be used is bilinear interpolation
and bicubic spline interpolation.
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2.3.5 Batch Normalization

Batch normalisation attempts to balance the network activations between layers
in batches, resulting in batches with a mean of 0 and a variance of 1. Normally,
batch normalisation is written as follows:

y =
x− E(x)√
var(x) + ϵ

× γ + β (2.2)

The mean and variance of the input vector x are represented by E(x) and var(x),
where Bs is the size of x. γ, β are learnable parameter vectors of size Bs. For each
batch, as well as each dimension/channel, the mean and standard deviation are
computed. γ, β can be used to scale and move the normalised value, allowing us
to modify the shape of the data as we progress through the layers.

Need Of Batch Normalization

Batch Normalization is generally used because of following reasons:

1. Reduce unnecessary covariate shift, which is defined as "a change in the
pattern of network activations as a result of changes in network parameters
during training.".

2. Training will be completed more quickly. Batch normalisation decreases in-
trinsic covariate shift and fixes the pattern of network activations, allowing
the network to learn at higher rates and train faster.

3. The network will be more regular as a result of this.

2.4 Chapter Summary

In this chapter, we looked at various techniques of text detection before and dur-
ing the deep learning era. Prior to the deep learning era, text detection pri-
marily focused on extracting low-level or mid-level hand-crafted characteristics.
To obtain good performance, they require intricate and repetitive pre-and post-
processing, and they are sensitive to a variety of environments. In the deep
learning era, text detection is done using segmentation based and object detec-
tion based techniques. Pixel level classification is done for text detection using a
segmentation-based method. For the object detection based technique, the bound-
ing box is regressed to find the locality of the text instance. After discussing both
kinds of techniques, various works related to both kinds of techniques are briefly
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reviewed. The main advantage of using these techniques is the learning of fea-
tures and is less sensitive to a variety of environments as compared to traditional
methods. Then, we looked in-depth at various deep learning topics that are re-
quired for subsequent upcoming chapters. The next chapter focuses on studying
the PSENet model for text detection.
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CHAPTER 3

Progressive Scale Expansion Network

We will look at the PSENet model in this chapter. We selected PSENet for the
work of text detection in images because of their recent rise to prominence. The
next chapter shows the proposed SDINet scheme applied to the PSENet model
for text detection in scene images and document images.

Text detection has developed significantly with the current advancements of
CNN models. However, the algorithm has two obstacles that prohibit it from
being used in industry. Firstly, most methods rely on an inexact quadrilateral
bounding box to locate texts of any shape. On the other side, two text objects
that are near to one other may result in a false detection that encompasses both
instances. They introduced the PSENet model to address these two issues by ac-
curately detecting text instances with various forms. PSENet generates various
kernel scales for every text object, progressively expanding the smallest scale re-
sult to the text instance with the whole shape.

3.1 Ground Truth Generation for PSENet Model

PSENet predicts segmentation results (e.g. S1, S2,..., Sn) with various kernel scales.
As a result, it is necessary to have the relevant known segmented data with varied
kernel scales during training. By decreasing the true text instance, these known
data labelling can be done quickly and effectively.

The true text object is represented by the polygon with the biggest segmen-
tation mask in Fig. 3.1. The Vatti clipping technique is used to reduce the true
polygon pn by di pixels and get smaller polygon pi in Fig. 3.1. Following that,
for segmentation label ground truths, each reduced polygon pi is converted into
a 0/1 mask. These known truth maps are referred to as G1,G2,..., Gn. The margin
di between pn and pi may be computed if we regard the scale ratio as ri.

di =
Area(pn)× (1− r2

i )

Perimeter(pn)
(3.1)

17



Figure 3.1: PSENet ground truths visualization

Input image

Concatenate

F
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 P4

P5

Figure 3.2: Progressive scale expansion model
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Where Perimeter() is the method for calculating the polygon circumference, and
Area() is the method for calculating the amount of region covered by the polygon.
We also define the scale ratio ri for the known data map Gi as follows:

ri = 1− (1− a)× (n− i)
n− 1

(3.2)

where a is the smallest scale ratio, which is a number between 0 and 1. Accord-
ing to Eqn. 3.1, the scale ratio values (i.e., r1, r2,..., rn) are determined by two
hyperparameters, n and a, and they rise sequentially from a to 1.

3.2 PSENet Model

PSENet’s fundamental framework is based on FPN [16]. The backbone provides
it with four 256-channel features (P2, P3, P4, P5). To incorporate the feature repre-
sentations from bottom to top levels, it merges the four feature maps to just get
convolutional feature F with 1024 channels as shown below:

F = P2||Up2(P3)||Up4(P4)||Up8(P5) (3.3)

where "||" denotes concatenation and Up2(), Up4(), and Up8() denote 2, 4, and 8
times upsampling, respectively. After that, F is given as input to Conv(3, 3)-BN-
RELU layers, and the number of channels is lowered to 256. It then goes through
n Conv (1, 1)-Up-Sigmoid layers produce S1, S2,..., Sn segmentation results. Con-
volution [12], rectified linear units [4], batch normalisation [7] and upsampling
are the terms used for Conv, RELU, BN and Up, respectively.

The different segmentation results are converted to a single segmentation re-
sult by using a progressive scale expansion which is dependent on the BFS tech-
nique. Let’s say we have four segmentation results S = {S1, S2, S3, S4} and three
connected components for each segmentation prediction, then for each connected
components starting with the smallest segmentation kernel, it iteratively merges
the adjacent pixels. It’s important to note that certain pixels may become incom-
patible during the expansion process. According to the concept, the clashing pixel
can only be fused by a single kernel on a first-come, first-served basis.
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3.3 Chapter Summary

In this chapter, the architecture and working of the PSENet model are studied in
depth. We first looked at how the ground truth is generated by shrinking the poly-
gons at various scales. After that, we looked at the PSENet model making multi-
ple segmentation predictions for its respective multiple ground truths. Then we
looked at the different layers and activation functions used in the PSENet model.
We also looked at the process of converting multiple predictions into a single pre-
diction. In the following chapter, we show and discuss our proposed method
using the PSENet model for our task.
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CHAPTER 4

Proposed Text Detection Scheme

Before our proposed text detection scheme, an approach was tried where we first
tried to impose an attention mechanism for detecting text from images. The idea
was to attain the scene text and document text features, but that did not work
well because it became difficult to know when to impose such attention. Then our
approach was tried where rather than finding where to impose such attention, we
separately designed a classification model that will extract scene and document
features and make the decision about whether the input image is scene text type
or document text type. Then the model is penalized according to the input image
type by using a weighted loss. The idea behind this is that such a loss function
will better penalize the model by covering scene text and as well as document text
loss.

Our Proposed SDINet scheme can be seen in Fig. 4.1. During training, inspired
by PSENet [27], our SDINet tries to predict n segmentation results at multiple
scales. Apart from this, our scheme uses the classification model that is designed
to classify input image as scene text or document text. S1, S2, ... , Sn are the pre-
dicted segmentation results each increasing in scale from S1 to Sn. G1, G2, ... , Gn

are the ground truth segmentations each increasing in scale from G1 to Gn. In our
scheme, weighted loss as discussed in Section 4.1 has been used for better updat-
ing the training parameters during backpropagation. The classification model is
trained for this purpose separately for classifying an input image as a scene text
type image or document text type image. The classification model in Fig. 4.2 helps
in the entire training process by providing important weight factors Os and Od.
The last two neurons in Fig. 4.2 represents Os and Os, respectively. Os is the prob-
ability that the input image is a scene text type image, Od is the probability that
the input image is a document text type image.
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Input scene text or document text image
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Os Od

Predicted Outputs

            Ground Truths

Figure 4.1: Our SDINet scheme

4.1 Weighted Loss

During training, let the dimension of all the segmentation masks be M× N. The
constraints for the weight factors Os and Od can be seen below:

0 ≤ Os ≤ 1
0 ≤ Od ≤ 1
Os + Od = 1

(4.1)

The weighted loss designed is shown below:

L = OsLol + OdLbl (4.2)

Lol and Lbl are the PSENet dice loss and PSENet cross-entropy loss, respectively.
Lol and Lbl are calculated using following equations:

Lol = αLctd + (1− α)Lstd (4.3)
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Lbl = βLctb + (1− β)Lstb (4.4)

Lctd, Lstd, Lctb and Lstb are the complete text instance dice loss, shrunk text in-
stance dice loss, complete text instance binary cross-entropy loss and shrunk text
instance binary cross-entropy loss, respectively. α and β are the tunable hyperpa-
rameter. Lctd, Lstd, Lctb and Lstb are calculated using below equations:

Lctd = 1− D(Sn, Gn) (4.5)

Lstd = 1− ∑n−1
i=1 D(Si, Gi)

n− 1
(4.6)

Lctb = B(Sn, Gn) (4.7)

Lstb =
∑n−1

i=1 B(Si, Gi)

n− 1
(4.8)

D(Sn, Gn) in Eqn. (4.5) is the dice coefficient function between predicted complete
text instance and ground truth complete text instance segmentation mask. As
shown in Eqn. (4.6), D(Si, Gi) is the general dice coefficient function between Si

and Gi. Si is the ith predicted segmentation result and Gi is the ith ground truth
segmentation. D(Si, Gi) is calculated using following equation:

D(Si, Gi) =
2 ∑x,y (Si,x,y ∗ Gi,x,y)

∑x,y S2
i,x,y + ∑x,y G2

i,x,y
(4.9)

Here, Si,x,y and Gi,x,y denotes the value of the ith segmentation mask at the (x, y)
position for the predicted segmentation mask and ground truth segmentation
mask, respectively. B(Sn, Gn) in Eqn. (4.7) is the binary cross entropy loss func-
tion between predicted complete text instance and ground truth complete text
instance segmentation mask. B(Si, Gi) in Eqn. (4.8) is the general binary cross
entropy loss function between ith predicted and ground truth segmentation text
instance. B(Si, Gi) is calculated using below equations:

B(Si, Gi) = −
∑M

x=1 ∑N
y=1 (B1 + B2)

MN
(4.10)

where,
B1(Gi,x,y, Si,x,y) = Gi,x,ylog(Si,x,y) (4.11)

B2(Gi,x,y, Si,x,y) = (1− Gi,x,y)log(1− Si,x,y) (4.12)
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4.2 Classification Model

The weight factors Os and Od are calculated using a classification model, see Fig.
4.2. The classification model is trained to classify an input image as a scene text
type image or document text type image. In our classification model, two convo-
lution layers are used. Each convolution layer is followed by the RELU function
and max-pooling layer. A convolution operation helps us to extract important
features that are then supplied to the next layer. RELU helps to activate specific
features extracted from the convolution layer. The max-pooling layer helps to
reduce the dimensionality of data obtained from the previous layer. After extract-
ing features from the image, a dense connection is applied. A dense connection
in a neural network is where all the neurons from the previous layer are con-
nected to every neuron in the current layer. The final connected layer produces
Cco ={O1, O2}. In order to fulfil the criteria mentioned in Eqn. (4.1), Cco is passed
through a softmax function that gives us final output as Cc f ={Os, Od}. During
the training of PSENet [27], each input image is also given as input to this clas-
sification model. The elements of output Cc f are accordingly substituted in Eqn.
(4.2).

Loss of classification Model

The cross-entropy loss is used as loss function for our classification model. Let
Gi

c f = {Gs, Gd} and Ci
c f = {Os, Od} be the ith ground truth and predicted training

sample, respectively. Here, Gs, Gd ∈ {0, 1}. K is the total number of the training
sample. The loss function Lc obtained can be seen in Eqn. (4.15).

Li
c1(G

i
c f , Ci

c f ) = Gslog(Os) (4.13)

Li
c2(G

i
c f , Ci

c f ) = Gdlog(Od) (4.14)

Lc = −
∑K

i=1(Li
c1 + Li

c2)

K
(4.15)
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Figure 4.2: Classification model that classifies an input image as a scene text type
image or document text type image.

4.3 Algorithm of the Proposed SDINet Scheme

The procedure of the proposed SDINet scheme on the PSENet model is shown
below:
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Algorithm 1 Algorithm of the SDINet scheme

Require: Input image I, Ground truths G = {G1, G2, ..., Gn}, total epochs E. M(.)
and Mc(.) are the functions for calculating the output of PSENet and classifica-
tion model.

Ensure: Segmentation results S = {S1, S2, ..., Sn}
Ep ← E
e← 0

1. Start

2. Randomly initialize all the training parameters.

3. Repeat steps 4 to 11 until e ≤ Ep else, go to step 12.

4. e← e + 1

5. Os, Od ← Mc(I)

6. O← {Os, Od}

7. S1, S2, ..., Sn ← M(I)

8. S← {S1, S2, ..., Sn}

9. Calculate the total loss L using O, S, and G by following Eqn. 4.2

10. Update the training parameters of the PSENet model by minimizing L.

11. Go to step 3

12. End
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The multiple predicted segmentation results S are converted to a single seg-
mentation result, as discussed earlier. In the end, the minimum rectangle needed
to extract the contours from the image is estimated as our text bounding box. All
those contours whose area is smaller than some threshold are appropriately fil-
tered out to decrease the false detection of text in the image.

4.4 Chapter Summary

In this chapter, we looked at our proposed text detection scheme using the PSENet
model. We first looked at the entire text detection training scheme proposed that
helps to better update the training parameter according to the type of input im-
age. Then, the classification model that helps us to find the important weight
factors by classifying an input image as scene text or document text type is ex-
plained. In the end, the algorithm of the proposed SDINet scheme on the PSENet
model is presented. The next chapter focuses on the implementation results and
comparison with various text detection methods.
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CHAPTER 5

Implementation Results and Comparisons

For evaluating the performance of the proposed scheme, a combination of scene
text and document text datasets is used because, to the best of our knowledge,
there is no standard dataset available that contains a combination of both types of
text images. SROIE 2019 [6] and SCUT-CTW 1500 [30] datasets are combined to
generate a hybrid dataset. SCUT-CTW 1500 [30] is a scene text image dataset that
also contains curved text. SCUT-CTW 1500 [30] has a total of 1500 text images.
Out of which 1000 are training images, and 500 are test images. SROIE 2019 [6]
is a dataset from ICDAR 2019 challenge for recognising and detecting text from
scanned documents. This dataset is challenging as there are a lot of folded pages,
poor ink quality, distorted images etc. SROIE 2019 [6] has a total of 1000 images,
out of which the number of training images are 640, and the number of test im-
ages are 360. For the classification model, the scene text images are labelled as 1,
and document text images are labelled as 0 and are trained independently of the
PSENet [27] model. For the PSENet [27] model, the text annotation is provided
in both datasets. For training the models, the experimental development envi-
ronment is as follows: CPU: Intel(R) Xeon(R) 2.30GHz, RAM: 12GB, GPU: Tesla
P100-PCIE 12GB, and deep learning framework: PyTorch.

The images in the hybrid dataset are resized to 736× 736, and the PSENet [27]
model is trained using our SDINet scheme up to 500 epochs. The batch size is set
to 4. Initially, we set the learning rate to 0.001, and it is lowered to 0.0001,0.00001
after the 200th epoch and 400th epoch, respectively. α, β are set to 0.7 and 0.7,
respectively. The smallest kernel size is set to 0.7, and 6 different kernels are used
in the whole process. The classification model is trained up to 20 epochs with a
learning rate of 0.001 and batch size of 4.
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Figure 5.1: Example images from the SCUT-CTW 1500 [30] dataset.

Figure 5.2: Example images from the SROIE 2019 [6] dataset.
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5.1 Evaluation Protocol

Evaluation of the model is done after training the model. Evaluation of the model
is necessary because it helps us to know the performance of the model. The model
is evaluated by using precision Eqn. 5.1, recall Eqn.5.2 and F-score Eqn. 5.3 values.
Let precision, F-score, and recall be P, F, and R.

P = Xp/(Xp + Yp) (5.1)

R = Xp/(Xp + Yn) (5.2)

F = 2PR/(P + R) (5.3)

Yn, Xp, Yp represents false negative, true positive, and false positive, respectively.
IOU is used for matching the known bounding box and predicted box. IOU mea-
sures the amount of overlap between the known bounding box and the predicted
bounding box. More formally, for a known rectangle A and predicted rectangle
B, IOU is defined as follows:

IOU = A ∩ B/(A ∪ B) (5.4)

5.2 Performance Comparison between the SDINet scheme

and PSENet

For comparison of SDINet scheme with the PSENet [27], the original PSENet [27]
is trained with the same training configuration as discussed above, and every-
thing is trained from scratch. The loss and the IOU curve of SDINet scheme over
epochs during training can be seen in Fig. 5.4. The loss curve is decreasing, and
the IOU curve is increasing over time which suggests that the training is stable.
After the training, models are tested on test images of SROIE 2019 [6] and SCUT-
CTW 1500 [30] dataset individually.

Method Precision (%) Recall (%) Fscore (%)
PSENet original 82.39 79.30 80.82
SDINet scheme (ours) 82.95 80.54 81.73

Table 5.1: Performance comparison for SCUT-CTW 1500 [30] dataset when trained
on both types of input images.
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Method Precision (%) Recall (%) Fscore (%)
PSENet original 97.30 94.91 96.01
SDINet scheme (ours) 97.50 95.00 96.23

Table 5.2: Performance comparison for SROIE 2019 [6] dataset when trained on
both types of input images.

(a)

(b)

Figure 5.3: Detection results when trained on both types of input images for scene
text type images: (a) Detection by PSENet; (b) Detection using SDINet scheme.

The proposed SDINet scheme applied on the PSENet model performs better
in all the parameters of the evaluation for both the scene text and document text
dataset. Specifically, the recall is increased by more than 1%, and F-score is in-
creased by approximately 1% for SCUT-CTW 1500 dataset [30], respectively. The
full comparison result for SCUT-CTW 1500 [30] and SROIE 2019 [6] dataset can be
seen in Tables 5.1 and 5.2.

The performance comparison on scene text type images can be seen in Fig. 5.3.
From Fig. 5.3(a), it can be seen that when trained on both types of input images,
the PSENet [27] loses its performance for separating the text instances that are
very close to each other. The proper separation of detected text instances low-
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Figure 5.4: IOU and Loss curve for the SDINet scheme

ers the missed detection of text in an image that, in turn, aids in the subsequent
text recognition process. Meanwhile, thanks to the proposed SDINet scheme, the
PSENet [27] model regains the performance for separating the text instance that
is very close to each other, see Fig. 5.3(b). The performance comparison on docu-
ment text type images can be seen in Fig. 5.5. The detection results obtained by
the PSENet model are shown in Fig. 5.5(a) and 5.5(c), respectively. Fig. 5.5(b) and
5.5(d) shows the detection result obtained by SDINet scheme. It can be clearly
seen that the proposed scheme performs better compared to PSENet as it has
lesser missed detection.
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(a) PSENet (b) Using SDINet scheme (ours)

(c) PSENet (d) Using SDINet scheme (ours)

Figure 5.5: Detection results when trained on both types of input images for doc-
ument text type images. Missed detection of PSENet is shown in the red text box.
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5.3 Comparison with other Text Detection Algorithms

For the comparison of the proposed scheme with other text detection algorithms,
the models is trained individually on SROIE 2019 [6] and SCUT-CTW 1500 [30]
dataset, respectively. The performance comparison when trained on only indi-
vidual type of input images is shown in Table 5.3 and Table 5.4. From Table 5.3
and Table 5.4, it can be clearly seen that our SDINet scheme shows comparative
results when trained on the only individual type of input image.

Method Precision (%) Recall (%) Fscore (%)
CTPN [25] 60.4* 53.8* 56.9*
SegLink [23] 42.3* 40.0* 40.8*
EAST [32] 78.7* 49.1* 60.4*
SLPR [33] 80.1* 70.1* 74.8*
CTD-TLOC [30] 77.4* 69.8* 73.4*
PSENet [27] 80.49* 78.13* 79.29*
SDINet scheme (ours) 81.78 79.43 80.59

Table 5.3: Performance comparison when trained on only SCUT-CTW 1500
dataset [30]. * indicates that the result is taken from [27]

Method Precision (%) Recall (%) Fscore (%)
Koo’s [11] 68.53* 72.81* 70.61*
Fastext [1] 69.69* 81.89* 75.30*
EAST [32] 89.02* 92.75* 90.67*
RetinaNet [17] 86.78* 89.06* 87.91*
TextBoxes++ [14] 82.34* 88.79* 85.44*
DetectGAN [31] 98.98* 98.51 98.74
PSENet original [27] 96.70* 92.40* 94.34*
SDINet scheme (ours) 97.42 95.40 96.40

Table 5.4: Performance comparison when trained on only SROIE 2019 dataset [6].
* indicates that the result is taken from [31]

.

34



5.4 Detection Results Using the SDINet Scheme on

Real Data

We collected real data from two different sources to see the detection result of
SDINet scheme applied to the PSENet model on real collected data. The detection
results obtained can be seen in Fig. 5.6. Fig. 5.6(a) shows the detection result
obtained on the petrol pump bill collected from Indian Oil Corporation Ltd on 16
June 2022. Fig. 5.6(b) shows the detection result obtained on the invoice collected
from McDonald’s Family Restaurant on 19 June 2022. The result indicates that
SDINet scheme is also performing well on real collected samples.

(a) (b)

Figure 5.6: Detection results using the proposed SDINet scheme on real samples:
(a) Invoice collected from McDonald’s Family Restaurant; (b) Petrol pump bill
collected from Indian Oil Corporation Limited.
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5.5 More Experiment and Failure Case

For checking the impact of hyperparameters on the result, the model is trained
again from scratch by setting α and β to 0.5 which indicates that we are giving
equal importance to the complete text and shrunk text instance loss. Fig. 5.7 shows
the comparative result obtained on different values of α and β.

From Fig. 5.7, it can be seen that model yields different results on different hy-
perparameters. In our case, giving equal importance to complete text and shrunk
text instance increases the performance of the model. Also, under the influence
of the same hyperparameters, the imposition of our SDINet scheme still yields a
comparatively better result. Hence, correct tuning of α and β can contribute to an
increase in performance.

Figure 5.7: Results on different value of hyperparameters.

5.5.1 Failure Case

While the SDINet scheme can improve the performance of the generalized text de-
tection model, there are still scenarios where it cannot separate the text instances
that are so close to each as if they are composed within each other, see Fig 5.8. As
shown in Fig. 5.8, the words MUDGEE and BREWING CO should have been sep-
arated, i.e. they should have been detected as different text instances rather than
being detected as single text instances. The problem with such detection is two-
fold; one problem is the problem of missed detection where three text instances
should have been extracted rather than two, and the second problem is the prob-
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lem during the recognition stage when the very extracted text instance is supplied
to recognition model it will include unnecessary noise within it resulting into the
bad performance of recognition model. Our scheme does not do well in such a
scenario because the decision about whether the neighbouring pixel is a part of
the text instance or not becomes very complex. Hence, in such scenarios, a better
network architecture is needed that can take better decisions about it.

Figure 5.8: Words MUDGEE and BREWING CO is detected as single text instance.

5.6 Chapter Summary

This chapter implements the SDINet scheme to the PSENet model to detect text
from scene or document text images. The proposed scheme is trained by supply-
ing scene text and document text images. For comparison, both the models are
trained by following the same training configuration and dataset. The compari-
son result shows that our proposed scheme is performing better as compared to
the original PSENet model. Moreover, our proposed scheme also shows compar-
ative results when trained on individual types of input images. In the end, we
discuss failure cases.
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6 Conclusions

In this thesis, an SDINet scheme is proposed for generalized text detection in
scene and document images. During the training of the model, a Weighted Loss
(WL) is designed to better update the training parameters according to the in-
put image type. A classification model is designed that helps us to find the WL
by classifying an input image as a scene text type image or document text type
image. The novelty of our approach is in the fact that the training parameters
of the model are updated according to the input image type. After training the
classification model, it helps us find the critical weight factors. The proposed
scheme is implemented and trained by supplying a combination of scene text and
document text images for better generalization of both kinds of images. The com-
parison result shows that the SDINet scheme applied to the PSENet model im-
proves the performance of the original PSENet model when the text needs to be
detected from an arbitrary image. Moreover, our proposed text detection scheme
also shows comparative results when trained on individual types of input images
as compared to other text detection methods. In our method, there are scenarios
where it cannot separate the text instances that are so close to each as if they are
composed within each other. Hence, in such scenarios, a better network archi-
tecture is needed that can take proper decisions about neighbouring pixels being
part of a particular text instance or not.
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