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Abstract

Recommendation systems, which are used by e-business applications, play an
essential role in our daily life. For example, companies like Amazon, Flipkart,
YouTube use recommendation systems to generate customized recommendations
from the user’s personal information. A personalized recommendation system’s
primary purpose is to give users helpful suggestions on different things. The ser-
vice provider has to access different kinds of user data in order to make sugges-
tions, such as prior product buying history, demographic, and identifying details.
Users, on the other hand, are wary about disclosing personal information since
it may be readily abused by hostile third parties. To address this challenge, we
propose a privacy-preserving recommendation system using homomorphic en-
cryption, which is able to provide recommendations without revealing user rat-
ing information. Also, in this system, a service provider can use another service
provider’s user rating database to improve the generated recommendation while
protecting user’s privacy. The implementation of the proposed system on a pub-
licly available database shows that the system is practical and achieves higher
recommendation accuracy.
Keywords: Recommendation System, Privacy, Homomorphic Encryption
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CHAPTER 1

Introduction

Leading e-business companies like Amazon, Flipkart, and eBay sell items cover-
ing not only books, films, DVDs, and music CDs, but they also sell different prod-
ucts in the varieties such as groceries, baby products, food, clothes, electronic de-
vices such as smartphones, laptops, desktops, TVs, tablets, set-top boxes, beauty
products, jewelry, personal care and health care products, scientific and industrial
tools, kitchen utensils, games, software, automotive items, et cetera. Having a
wide range of content that is offered to the customer, a need for an automated
recommendation system arises.

Nowadays, recommendation systems to recommend these products are in-
creasingly gaining popularity and are widely used by these companies. The wide-
spread use of this recommendation system allows customers to get various cus-
tomized recommendations for the products. While recommendation systems have
become highly influential in generating recommendations, they also generate con-
siderable revenue for that businesses. A recent study shows that 75% content
people watch on Netflix and 35% of Amazon sales come from the recommended
products [6]. Another study done by the research firm found that in the shopping
sessions, sales from the product recommendations made 11.5% of the earnings
(from the higher value of items or more volume) [7].

To give more accurate and personalized recommendations, the e-business or-
ganizations have to accumulate different kinds of information such as customer’s
age, gender, occupation, level of education, wealth, geographical information, et
cetera, and customer’s historical data, for example, purchased items, browsing
habits, clickstream, et cetera. This information can determine customers precisely,
deducing their personal information such as age, gender, health status, habits, and
financial standing. Recommendation systems also make recommendations from
the data supplied by customers on other issues or by analyzing similar customers.

On the other hand, customers might not want to disclose such kind of infor-
mation. They may be abused by the data used for other purposes, such as selling
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such information to another party or leaked by a hacker, which may lead to a loss
to the customer [8] [10]. Hence, recommendation systems can render immediate
risks to the customers because of privacy violations. Providing recommendation
services without preserving privacy brings risks to these e-business organizations.
Customer’s information can be monetized, and opponents can also examine cus-
tomers’ choices and behaviours to alter their business tactics.

Figure 1.1: Recommendation System [13]

Potential privacy-preserving approaches for this challenge, on the other hand,
should not come at the price of e-business companies’ interests. The capacity to
offer reliable recommendations, in particular, may give a competitive edge that
must be safeguarded.

There is an inherent trade-off between customers’ privacy and getting person-
alized recommendations. Research into anonymization and privacy-preserving
algorithms aims to enhance privacy while retaining the usability of the recom-
mendation systems. Therefore, our most vital task is to assist customers purchase
items without jeopardizing their privacy.

1.1 Related Works

To solve issues of the privacy of the user data and security of the recommendation
system, some solutions are proposed. A few of them are summarized below.

1.1.1 Random perturbation

Polat and Du [12] proposed a system for collaborative filtering. They suggested
a method in which the user makes minor changes to their private rating data
before transmitting it to the service provider, using the Randomized Perturbation
technique. This technique is helpful to hide the correct private data about the
user by adding randomness to the original rating data to prevent the merchant
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from learning the private user data. Although the data of the product ratings are
disturbed, the authors argue that their system should still allow them to generate
successful recommendation.

1.1.2 Homomorphic Encryption

Homomorphic encryption can be used to preserve the privacy of the user data
while computing the recommendation for the user. This is demonstrated by Bad-
sha et al. in [3]. It employs the ElGamal encryption system [4] to secure users’
data. This technique uses individual customers’ public keys and private keys to
encrypt and decrypt the customer ratings to preserve the customers’ privacy.

1.2 Contribution

Our thesis proposes a privacy-preserving technique for Collaborative Filtering
using public-key cryptography. Our approach also provides a way to use ratings
from different service providers’ databases without compromising the privacy of
the user ratings.
In summary, our proposed system works as follows:

• All users who participate in the system encrypt their rating and transmit it
to the Merchant’s server.

• Server then computes average ratings and similarity table from the ratings.

• From the similarity table and average ratings, the recommendations are gen-
erated for the user.

• If a new user is added into the system, then the Merchant’s server uses pre-
vious computation to recompute average ratings and similarity table and
generates the recommendation for the users.

• When a user modifies his ratings, in that case, the Merchant’s server also
uses previous computation to recompute average ratings and similarity ta-
ble. Using the previous computation, Servers can achieve higher perfor-
mance while generating recommendation for the users.

The following chapter 2 describes preliminary studies related to the recom-
mendation system and ElGamal cryptosystem. Chapter 3 represents the proposed
algorithm. Chapter 4 includes the security analysis of the system. Performance
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analysis is included in the chapter 5. Finally, the conclusion is presented in chap-
ter 6.
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CHAPTER 2

Preliminaries

The recommendation system works with two main entities: users who use the rec-
ommendation service to submit ratings and get recommendations and the prod-
ucts rated by users. Numerical ratings, which represent the users’ interests in
products, are typically used as input to the recommendation system. The recom-
mendation system’s output can be recommendations or predictions.

Let the set of all n users be U = 1,2,3, . . . ,n in a recommendation sys-
tem and the set of items be  = 1, 2, 3, . . . , m, where m is the total number of
items. Let a rating matrix be denoted by R where user  provides his rating on
item j is denoted by r,j. Because it is impossible to give a rating to all things
by all users in a system, the rating matrix is usually sparse due to missing data.
r,k = 0 represents that the rating is not given. Therefore, the ultimate objective
of a recommendation system is predicting a user ’s rating on item k , which the
ratings are not provided by the user yet.

2.1 Similarity Calculation

To provide recommendations, the similarities / correlation between the item pairs
need to be calculated. In recommendation generation, similarity metrics like Pear-
son Correlation Coefficient and Cosine Similarity [1] are typically employed to
find the closest neighbour. For two items j and k , the similarity value is calcu-
lated as

sm(j, k) =

∑n
=1 (r,j · r,k)

r

r21,j+ · · ·+ r2n,j

Ç

r21,k + · · ·+ r2n,k

(2.1)

where k and j denote two different products. The user ’s ratings on those
two items are represented by r,j and r,k , while the total number of the users is
represented by n.
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2.2 Recommendation Generation

The Collaborative Filtering algorithm computes recommendations based on item
ratings. The Collaborative Filtering algorithm is comprised of two steps: first,
based on the ratings of the items, the similarity is calculated, and then the new
rating values are predicted for the items. Assuming we have similarity values
between the item pairs, the item-based Collaborative Filtering [11] calculates the
prediction for user  for item k as

P,k =
Rk ·
∑m
j=1 sm(k, j) +

∑m
j=1(r,j − Rj) · sm(k, j)

∑m
j=1 sm(k, j)

(2.2)

Where P,k represents the user ’s prediction for item k . r,j denotes the rat-
ings supplied by user  on item j. sm(j, k) is the similarity between items j
and k . The average rating of an item is denoted by Rk and Rj, is calculated by
dividing the total sum of ratings by the total number of people who have rated
the given item.

2.3 Homomorphic Encryption

The ElGamal encryption system is multiplicatively and additively homomorphic
[14]. This indicates that across the ciphertexts E(T1) and E(T2), there are two
operations whose outcomes correspond to the new ciphertext whose decryption
yields the multiplication and sum of the plaintexts T1 and T2.

E(T1) · E(T2) = E(T1+ T2)

E(T1)
T2 = E(T1 · T2)

(2.3)

The ElGamal cryptosystem based on Diffie-Hellman key exchange [14], is a
probabilistic public-key encryption scheme and also has a homomorphic prop-
erty. Any cyclic group G can be used to define the ElGamal encryption algorithm.
Its safety is determined by the hardness of a specific problem in group G involv-
ing the computation of discrete logarithms [9]. The key generation, encryption,
and decryption algorithms are the three algorithms that make up the ElGamal
encryption system.
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2.3.1 Key Generation

The private key is  ∈ Zq, and the public key is h = g, where  = 1, 2, . . . ,q− 1
and G is a cyclic group of order q.

2.3.2 Encryption

To encrypt the message m,

C = (C1,C2) = (gr ,m · hr) (2.4)

where r is a random number. C is a ciphertext.

2.3.3 Decryption

The private key  is used to decrypt the ciphertext. The decryption process is as
follows,

C2

(C1)
=
m · hr

(gr)
=
m · hr

hr
=m (2.5)

2.3.4 Homomorphic Property

Provided two ciphertexts,

C1 = (C11,C12) = (gr1 ,m1 · hr1)

C2 = (C21,C22) = (gr2 ,m2 · hr2)
(2.6)

The following shows the process to compute multiplication of two ciphertexts:

(C11,C12) · (C21,C22) = (C11 ·C21,C12 ·C22)

= (gr1gr2 , (m1 · hr1)(m2 · hr2))

E(m1 ·m2) = (gr1+r2 , (m1 ·m2)h
r1+r2)

(2.7)

The result ciphertext of the above calculation is the encryption of the multiplica-
tion of two plaintexts m1 and m2. In [14] it has been shown that distinguishing
amongst the ciphertexts of any two given messages is computationally infeasible,
i.e. ElGamal is semantically secure if the decisional Diffie-Hellman problem is
intractable.
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CHAPTER 3

Proposed Scheme

In our proposed scheme, firstly, two merchant servers calculate the required in-
formation. Then to use their information, we use the homomorphic characteristic
of the ElGamal encryption system to calculate the results as if they are calculated
by merging the item rating information while protecting the rating information of
the users.

Figure 3.1: General architecture of the proposed system

Our scheme is comprised of five phases. First, we describe rating encryption.
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Table 3.1: Rating Matrix

Item 1 Item 2 · · · Item j · · · Item m

User 1 r1,1, ƒ1,1 r1,2, ƒ1,2 · · · r1,j, ƒ1,j · · · r1,m, ƒ1,m
User 2 r2,1, ƒ2,1 r2,2, ƒ2,2 · · · r2,j, ƒ2,j · · · r2,m, ƒ2,m

...
...

... . . . ... . . . ...
User  r,1, ƒ,1 r,2, ƒ,2 · · · r,j, ƒ,j · · · r,m, ƒ,m

...
...

... . . . ... . . . ...
User n rn,1, ƒn,1 rn,2, ƒn,2 · · · rn,j, ƒn,j · · · rn,m, ƒn,m

Then average ratings and similarity computation. After that, we represent the
recommendation generation phase. The next phase describes the computation
required for the addition of the new user. The last phase represents how ratings
can be modified to generate new recommendations.

In this system, there are three parties: ElGamal server, Merchant servers and
users. For the whole duration of the algorithm, the ElGamal server’s private key
for ElGamal encryption is kept private from other parties, and only the public key
is provided to all other parties. This public key is denoted as PK in the following
phases. All the parties are assumed to be semi-honest parties. We assume that
a safe channel has been established between the users and all of the servers for
the secure exchange of any secret messages. We also assume that the different
Merchant servers have similar items sets to compute recommendations.

3.1 Ratings Encryption

In this phase, the users transmit their encrypted ratings to their corresponding
merchant server.

Let  = 1,2, . . . ,n denotes the users who have participated with the mer-
chant server and encrypted his ratings r,j and flags ƒ,j (whether a user has given
a rating then the flag is 1; otherwise, it is 0) using ElGamal server’s public key PK.
The complete process is given below.

Step 1

All users encrypt their flags as E(gƒ,j) and ratings as E(gr,j), for all items.

Step 2

All users encrypt their ratings as E(gr,j·r,k ) for all 1 ≤ j ≤ k ≤m.
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Step 3

Encrypted data is transmitted to the Merchant’s server.

3.2 Average Computation

The Merchant’s server calculates averages of items homomorphically, and the El-
Gamal server decrypts the results using the private key. The complete process is
given below.

Step 1

Merchant’s server computes the sum of ratings of all products by using this for-
mula,

S(j) =
n
∏

=1

E(gr,j) (3.1)

where j = 1, 2, . . . ,m.

Step 2

Merchant’s server computes the sum of flags of all products by using this formula,

F(j) =
n
∏

=1

E(gƒ,j) (3.2)

where j = 1, 2, . . . ,m.

Step 3

The vector V1(j) = [(S(j),F(j))], j = 1, . . . ,m, is transmitted to the ElGamal
server.

Step 4

The same process is done by the other Merchant server. Other Merchant’s server
sends V2 to the ElGamal server.
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Step 5

The ElGamal server multiplies the corresponding pairs for all items to get the sum
of the ratings and the sum of the flags over all the users participating regardless
of the merchant’s server they are participating from.

V() = V1() ·V2() (3.3)

where  = 1, 2, . . . ,m.

Step 6

The ElGamal server decrypts the vector and solves the discrete logarithm to ob-
tain the values as S′(j) =

∑n
=1 r,j, F

′(j) =
∑n
=1 ƒ,j, for 1 ≤ j ≤m.

Step 7

The ElGamal server computes the average ratings as below and it is sent to the
Merchant servers.

Rj =
S′(j)

F′(j)
(3.4)

where j = 1, 2, . . . ,m.
Note: The sum of ratings and flags are not large, so calculation of discrete loga-
rithm is not hard.

3.3 Similarity Computation

The Merchant’s server computes a similarity table of items homomorphically, and
the ElGamal server decrypts the results using the private key. The complete pro-
cess is given below.

Step 1

The Merchant’s server computes the sum of the multiplication of ratings of all
products by using this formula,

M(j,k) =
n
∏

=1

E(gr,j·r,k ) (3.5)
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where 1 ≤ j ≤ k ≤m.

Step 2

The vector U1(j,k) = [M(j,k)], 1 ≤ j ≤ k ≤ m, is transmitted to the ElGamal
server.

Step 3

The same process is done by the other Merchant server. Another Merchant’s
server sends U2 to the ElGamal server.

Step 4

The ElGamal server multiplies the corresponding pairs for all items to get the sum
of the multiplication of the ratings over all the users participating regardless of the
merchant’s server they are participating from.

U(j,k) = U1(j,k) ·U2(j,k) (3.6)

where 1 ≤ j ≤ k ≤m.

Step 5

The ElGamal server decrypts the vector and solves the discrete logarithm to ob-
tain the values as M′(j,k) =

∑n
=1 r,j · r,k , 1 ≤ j ≤ k ≤m.

Step 6

The ElGamal server computes the similarity values as,

sm(j, k) =
M′(j,k)
Æ

M′(j, j)
Æ

M′(k,k)
(3.7)

where 1 ≤ j ≤ k ≤m, and it is sent to the Merchant servers.
Note: The sum of the multiplication of ratings is not large, so calculation of dis-
crete logarithm is not hard.

12



3.4 Precomputation for Recommendation Generation

In this phase the Merchant servers precomputes,

E(gRj)j=1,...,m,

E(g
∑m
=1 sm(j,k))1≤j≤k≤m,

E(gRk
∑m
=1 sm(j,k))1≤j≤k≤m

(3.8)

These values are used to decrease the time required for the next recommendation
generation process and also can be reused until the user ratings are changed.

3.5 Recommendation Generation

To get the recommendation for the items, the user encrypts his ratings of the items
with PK and transmits them to the Merchant’s server. The Merchant’s server uses
the precomputation and the user’s rating values to generate predicted ratings for
the items. The complete process is given below.

Step 1

The user  computes r = E(gr,j), for j = 1, . . . ,m and transmits it to the Mer-
chant’s server.

Step 2

Merchant’s server uses equation (2.2) to compute encrypted numerator and de-
nominator homomorphically of the predicted rating as,

Nmk =E(g
Rk ·
∑m
j=1 sm(k ,j))

·
� m
∏

j=1

�

E(gr,j)

E(gRj)

�sm(k ,j)
�

Denk =E(g
∑m
j=1 sm(k ,j))

(3.9)

where k = 1, 2, . . . ,m.
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Step 3

The computed vectors of the encrypted numerator and denominator are sent to
the user.

EP = [(Nmj,Denj)]j=1,...,m (3.10)

Step 4

The encrypted numerator and denominator are sent to the ElGamal server. The
pairs are permuted before being sent to the ElGamal server, and the mapping is
kept secret by the user.

Step 5

The ElGamal server decrypts the numerator and denominator and computes dis-
crete logarithm for them. If its result is [(Nm′

j
,Den′

j
)] for j = 1, . . . ,m, then the

predicted rating is calculated as,

PRj =
Nm′

j

Den′j
(3.11)

where k = 1, 2, . . . ,m. The PR vector is sent to the user.

Step 6

Having the original mapping between the permuted predicted ratings and the
items, the user can obtain the recommendation generated by the Merchant’s server
while preserving privacy.
Note: The numerator and denominator of the predicted ratings are not large, so
calculation of discrete logarithm is not hard.

3.6 Adding User

In this phase, a new user is added to the system. He computes his encrypted
ratings and sends them to the Merchant’s server. The complete process is given
below.
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Step 1

A new user  encrypts his flags as E(gƒ,j) and ratings as E(gr,j) for all items
1 ≤ j ≤m.

Step 2

A new user  encrypts his ratings as E(gr,j·r,k ) for all 1 ≤ j ≤ k ≤m.

Step 3

Encrypted data is transmitted to the Merchant’s server.

Step 4

For the average ratings computation, the Merchant’s server reuses the previously
calculated values. If the previously calculated values are S(j) and F(j), for j =
1, . . . ,m, then,

S(j) = S(j)× E(gr,j)

F(j) = F(j)× E(gƒ,j)
(3.12)

where j = 1, 2, . . . ,m. The new vector V1(j) = [(S(j),F(j))], j = 1, . . . ,m,
is transmitted to the ElGamal server, and Step 4 in the above Average Ratings
computation continues to get the average ratings.

Step 5

For the similarity values computation, the Merchant’s server reuses the previously
calculated values. If the previously calculated value is M(j,k), for all 1 ≤ j ≤ k ≤
m, then,

M(j,k) = M(j,k)× E(gr,j·r,k ) (3.13)

where 1 ≤ j ≤ k ≤ m. The new vector U1(j,k) = [M(j,k)], 1 ≤ j ≤ k ≤ m,
is transmitted to the ElGamal server, and Step 3 in the above Similarity Table
computation continues to get the similarity values.

Step 6

The Precomputation for Recommendation Generation and Recommendation Gen-
eration steps remain the same.
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3.7 Update Ratings

In this phase, an existing user modifies his ratings and sends them to the Mer-
chant’s server. The complete process is given below.

Step 1

An existing user  encrypts his new ratings as E(gr
′
,j) and new flags as E(gƒ

′
,j)

for 1 ≤ j ≤m.

Step 2

An existing user  encrypts his new ratings as E(gr
′
,j·r

′
,k ) for all 1 ≤ j ≤ k ≤m.

Step 3

Encrypted data is transmitted to the Merchant’s server.

Step 4

For the average ratings computation, the Merchant’s server reuses the previously
calculated values S(j) and F(j), and computes,

S(j) =
S(j)× E(gr

′
,j)

E(gr,j)

F(j) =
F(j)× E(gƒ

′
,j)

E(gƒ,j)

(3.14)

where j = 1, . . . ,m. The new vector V1(j) = [(S(j),F(j))], j = 1, . . . ,m, is
transmitted to the ElGamal server, and Step 4 in the above Average Ratings com-
putation continues to get the average ratings.

Step 5

For the similarity values computation, the Merchant’s server reuses the previously
calculated value M(j,k) and computes,

M(j,k) =
M(j,k)× E(gr

′
,j·r

′
,k )

E(gr,j·r,k )
(3.15)
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where 1 ≤ j ≤ k ≤ m. The new vector U1(j,k) = [M(j,k)], 1 ≤ j ≤ k ≤ m,
is transmitted to the ElGamal server, and Step 3 in the above Similarity Table
Computation continues to get the similarity values.

Step 6

The Precomputation for Recommendation Generation and Recommendation Gen-
eration steps remain the same.
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CHAPTER 4

Security Analysis

Lemma 1:

ElGamal encryption algorithm is indistinguishable under a chosen-plaintext at-
tack (IND-CPA).

Using this lemma, we have an indistinguishability experiment for ElGamal
encryption as follows,

ElGamal Encryption Indistinguishability Experiment:

Let EpCPA
E,A (κ) an indistinguishability experiment for CPA, where κ is the secu-

rity parameter for the ElGamal cryptosystem. It is defined as:

• An Adversary A is given N, κ and Encryption Oracle O.

• An Adversary A chooses two plaintexts  and j in 1 ≤ , j ≤ N.

• Let t ← {, j} (that is, either  or j is chosen using the uniform distribution),
and then the ElGamal encryption algorithm is executed.

• An Adversary A queries the encryption oracle O, the ciphertexts resulting
from an ElGamal protocol execution up to polynomial times. The input to
the encryption oracle O is an integer. The outputs are ciphertexts resulting
from the E (ElGamal encryption) algorithm.

• An Adversary A outputs t′ by guessing the values of t.

• If t = t′, the output of EpCPA
E,A (κ) is 1 and 0 if t ̸= t′.

According to the lemma, the following result is true.

Pr[EpCPA
E,A (κ) = 1] ≤

1

2
+ neg(κ) (4.1)
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PPRS Indistinguishability Experiment:

In this experiment, the Adversary A chooses the challenge plaintexts from R, yet
the rating themselves is not known to the Adversary A because of the character-
istics of the PPRS.

In our experiment, The plaintexts are the user ratings, r,p for 1 ≤ p ≤ M

and 1 ≤  ≤ N. In the recommendation system, the user ratings are by nature
encrypted, and hence, Merchant servers can not see r,p for any user .

Thus, the two ratings r,p of user  and rj,q of user j are chosen by the Ad-
versary A.

An Adversary can learn ciphertexts by querying rating values r ∈ {Z0,5}
to an encryption oracle, denoted by O, up to polynomial times. Z0,5 is a set of
integers between 0 and 5.

EpCPA
PPRS,A(κ) be an indistinguishability experiment under the chosen-plaintext

attack, where the security parameter is κ for the ElGamal encryption system. It is
defined as:

• An Adversary A is given M, N, κ and Encryption Oracle O.

• An Adversary A chooses the two rating values r,p and rj,q from R (1 ≤
, j ≤ N and 1 ≤ p,q ≤ M).

• Let t ← {, j} (i.e., either r,p or rj,q is chosen using the uniform distribu-
tion), and then the PPRS algorithm is executed.

• An Adversary A queries the encryption oracle O, the ciphertexts resulting
from a PPRS protocol execution up to polynomial times. Here, the input
to the encryption oracle O, i.e. r,p ∈ {Z0,5}. The outputs are ciphertexts
resulting from the PPRS algorithm.

• An Adversary A outputs t′ by guessing the values of t.

• If t = t′, the output of EpCPA
PPRS,A(κ) is 1 and 0 if t ̸= t′.

Assume that an unknown negligible function which is smaller than the multi-
plicative inverse of any polynomial functions with respect to the security param-
eter κ, is denoted by neg(κ).

The PPRS protocol’s CPA security is defined by the below definition.
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Theorem 1:

In the semi-trusted model, PPRS protocol is CPA secure if and only if the below
equation holds.

Pr[EpCPA
PPRS,A(κ) = 1] ≤

1

2
+ neg(κ) (4.2)

Proof by contradiction:

Assume that, PPRS protocol is CPA insecure.
Therefore, we have,

Pr[EpCPA
PPRS,A(κ) = 1] >

1

2
(4.3)

This means that while running the PPRS protocol, an Adversary A can distin-
guish which plaintext is encrypted by the Encryption Oracle O with a probability
greater than 1

2 .
In the experiment EpCPA

E,A (κ) and experiment EpCPA
PPRS,A(κ), the ciphertexts

generated by the Encryption Oracle O are using the same ElGamal encryption.
This means that the probability of the EpCPA

E,A (κ) is the same as EpCPA
PPRS,A(κ).

So,
Pr[EpCPA

PPRS,A(κ) = 1] = Pr[EpCPA
E,A (κ) = 1] (4.4)

Putting equation (4.4) in equation (4.3), we get,

Pr[EpCPA
E,A (κ) = 1] >

1

2
(4.5)

The result (4.5) shows that the experiment using the ElGamal encryption sys-
tem is CPA-insecure according to our assumption in the equation (4.3).

This leads to the contradiction with our Lemma 1 as shown by equation (4.1)
that ElGamal encryption is secure.

So, our assumption that PPRS is CPA insecure is wrong. This means that,

Pr[EpCPA
PPRS,A(κ) = 1] ≤

1

2
+ neg(κ) (4.6)

Hence, the PPRS is CPA secure. This concludes the proof.

20



CHAPTER 5

Experimental Result

5.1 Theoretical Analysis

Table 5.1 represents the costs to execute average computation, similarity calcula-
tion and recommendation generation phases by the users and servers. To repre-
sent the complexity measurements, we denote m, n, e and M for the total number
of the items, the total number of the users, exponentiation and multiplication, re-
spectively. In Table 5.1 and Table 5.2 only one recommendation is generated from
the ratings given by all the n users. Table 5.3 shows the complexity analysis when
another n users are added to the system. In Table 5.1 and Table 5.3 we include all
servers’ computation and communication complexity in the servers column.

5.2 Performance Analysis

To perform the experiments, we use Python 3.8.10 and PyCryptodome library [2]
for the ElGamal algorithm key generation, encryption and decryption methods.
The hardware platform has OS as Windows 10, 64-bit with Intel Core i7 2.6 GHz
CPU and 16 GB memory. We have assessed our proposed algorithm using a public
database by GroupLens [5]. We first assess the method’s viability by examining

Table 5.1: Computation and communication cost of the Proposed model

Computation Cost Communication Cost

User Servers User Servers

Initialization O(m2(e+M)) O(nm2M) O(m2) O(nm2)
Average O(m(e+M)) O(m)
Similarity O(m2(e+M)) O(m2)
Recommendation O(m(e+M)) O(m2(e+M)) O(m) O(m)
Total O(m2(e+M)) O(nm2M) O(m2) O(nm2)
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Table 5.2: Computation and communication cost of the Badsha et al.’s model

Computation Cost Communication Cost

User Servers User Servers

Initialization O(nM)
Average O(m(e+M)) O(nm(e+M)) O(m) O(nm)
Similarity O(m2(e+M)) O(nm2(e+M)) O(m2) O(nm2)
Recommendation O(m(e+M)) O(m2(e+M)) O(m) O(m)
Total O(m2(e+M)) O(nm2(e+M)) O(m2) O(nm2)

Table 5.3: Computation cost after adding n new users

Total Computation Cost

User Servers

Badsha et al. O(nm2(e+M)) O(n2m2(e+M))
Proposed Algorithm O(m2(e+M)) O(nm2(e+M))

communication and computation cost. Then we analyze our protocol with the
existing solution [3] in-terms of efficiency. The computation cost and communica-
tion cost are calculated in relation with the number of items and users participat-
ing. User ratings ranges from 0 to 5. When a user p did not give the rating to
the item q, the corresponding rating value rp,q is 0. In the experiments, we im-
plemented our proposed methods with 256-bit security, that is κ is set as 256. In
the experiment, floating point values are multiplied by an integer 100 to manage
the homomorphic characteristics of the ElGamal cryptosystem. The discrete log
calculations are not included in the measurements. In Table 5.1 we only need to
do the initialization once.

5.3 Computational and Communication Costs

The implementation of our proposed algorithm can compute one exponentiation
(e) in 7.7 × 10−6 seconds and one multiplication (M) in 2.8 × 10−6 seconds.
Table 5.4 shows the computational time elapsed to perform the execution of both
methods. The measurements shown in Table 5.4 are executed with 100 users and
100 items. The experiment includes all phases running once.

The performance of the proposed technique is cost-effective and efficient in-
terms of both communication and computation, as shown in the table. Figure 5.1
shows the computation time elapsed to compute average and similarity calcula-
tions. From this figure, it can be determined that having Merchant’s server do all
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Figure 5.1: Computation Time of Average & Similarity Calculation
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Figure 5.2: Computation Time of Recommendation Generation
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the computation alone makes the system efficient. The result demonstrates that
our proposed system takes 8.7 seconds to compute steps up to the similarity ta-
ble calculation for 100 users and 200 items, while the system in [3] needs 132
seconds. This is a significant improvement over the previous system.

Figure 5.3: Total Computation Time

Table 5.5 shows the performance analysis of the systems when there are 100
users and 25 items, and then one new user is added to the system and requests
recommendations. This process is done up to 10 times. So, there are 110 users
after the execution of the experiment. We can see from these analyses that the
average and similarity calculation takes longer than the other calculations since it
involves a significant number of computations. In our proposed method, the pre-
vious computations help to achieve better performance when calculating average
and similarity tables, which makes our system scalable in terms of computational
costs.

Figure 5.4 shows the total computational time required to add 10 users and
generate recommendations for them. From the figure, it is clear that the proposed
method requires 6.0 seconds, while [3] requires 85.8 seconds to complete the
execution. Therefore, from Figure 5.4, we can observe that our proposed system
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Figure 5.4: Total Computation Time After Adding 10 Users
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outperforms [3].

Figure 5.5: Total Computation Time

Figure 5.5 shows the total computational time required to perform the whole
process of our proposed algorithm with 100 items and different number of users.

5.4 Recommendation Accuracy

There is no accuracy loss in the proposed method during the recommendation
generation upto two decimal places. The experiments were carried out using both
our proposed method and without using any cryptography algorithms and com-
pared for the result.
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CHAPTER 6

Conclusion and Future Work

This thesis work presents a privacy-preserving recommendation system, which
provides privacy to the user ratings from any service provider or other users.
Also, in this approach, service providers can use other service provider’s database
to increase the recommendation accuracy without disclosing the real rating data.

The experimental results demonstrate that our proposed method is feasible
and capable of providing recommendations while maintaining privacy. It is also
more cost-efficient than the system proposed by Badsha et al [3]. Our approach
provides scalability to the privacy-preserving recommendation system as service
providers and participating users do not need to recompute the sum of the ratings,
sum of the flags and sum of the multiplication of the ratings of all users when a
user is added to the system. This leads to a reduction in the time required to
generate a recommendation for the users.

Furthermore, there is no loss of accuracy in terms of recommendations using
the proposed method. In the future, we intend to extend our system for scalability
while adding new items in the system.
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