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Abstract

This thesis proposes a novel technique of sparse matrix-based precoding at the
transmitter of a Multiple Input Multiple Output (MIMO) system. We proposed
two sparse matrix precoded MIMO systems. Our first proposal improves the
spectral efficiency beyond the existing spectral efficiency of Precoding-aided Spa-
tial Modulation (PSM-MIMO) system. Our second proposal increases spectral
efficiency compared to an existing MIMO system.

Both proposals use a two-stage precoding approach in which the conventional
zero-forcing (ZF) MIMO precoder, which inverts the matrix MIMO channel, is
combined with a sparse matrix precoding. With the conventional ZF precoder, the
degrees of freedom (DoF) available at the transmitter equals the number of anten-
nas at the receiver. By adding another layer of precoding using a sparse matrix,
we increase the DoF at the transmitter, thereby facilitating an increase in spectral
efficiency. We demonstrate proof of the concept (PoC) by simulation-driven ex-
periments. Our PoC is based on the ML (Maximum Likelihood) detection at the
receiver. ML detection has quite high complexity. We propose a belief propaga-
tion algorithm at the receiver which is more practical to implement in a real-world
system. The belief propagation algorithm leverages the sparseness of the precod-
ing matrix and has low computational complexity.

Keywords: SMP-MIMO, SMP-PSM-MIMO, spectral efficiency, zero-forcing precoder,
ML Detector, LDPC, belief propagation.
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CHAPTER 1

Introduction

1.1 Motivation

The 5G (and beyond) systems leverage advances in multiple domains of the wire-
less communications theory/practice to meet increasing requirement for higher
throughput and better QoS (quality of service). For 5G (and beyond) systems,
larger bandwidth, higher throughput and better QoS are not the only require-
ment. As we move forward to the next generation wireless communication, it
will have new and latest applications such as machine to machine (M2M) com-
munication, smart home appliances and internet of things (IoT) [1]. For all these
application, 5G and beyond system need to be Ultra-reliable Low-Latency Com-
munication (URLLC). 5G (and beyond) systems also need to be energy efficient.
Keeping all this in mind researchers have proposed massive Multiple Input Mul-
tiple Output (mMIMO), filter bank multi carrier (FBMC) modulation, millimeter-
wave (mm-wave) communication, and non-orthogonal multiple access (NOMA)
technologies. These technologies have been considered to have strong potential
to fulfill the requirement of 5G (and beyond) communication system [2]. From the
energy efficiency perspective, there have been a lot of talk about the index mod-
ulation (IM) in the literature. Index modulation is considered an energy-efficient
solution for 5G (and beyond) communication.

MIMO technology has greatly increased the throughput and reliability of wire-
less communication. The spatial multiplexing using MIMO (SMUX-MIMO) where
all transmitting antennas transmit simultaneously and over the same spectral
band send one of M symbols from a M-ary Amplitude and Phase Modulation
(APM). For SMUX-MIMO, there is a requirement of carefully mitigating the MAI
– the multi-antenna (co-channel) interference [3]. The SMUX-MIMO either ad-
dresses this task by utilizing the channel state information (CSI) either at the re-
ceiver (CSIR) or at the transmitter (CSIT). An advantage of the latter is that the
receiver complexity is reduced [4].
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Index modulation is one of the MIMO techniques where the indices of the
antennas at the transmitter or at the receiver are used to transmit the additional
information. When we use the indices of the transmit antenna to transmit ex-
tra information in addition to the M -ary APM constellations, we call it transmit
spatial modulation or which is also termed as spatial modulation (SM) MIMO
system [5, 6]. A MIMO technique that avoids the MAI problem while offering
a reduced implementation complexity compared to that of the SMUX-MIMO. In
SM-MIMO, only one of NT transmit antennas is activated over a symbol duration.
SM-MIMO uses the CSI at the receiver, with the resultant implementation cost at
the receiver.

When we use the indices of the antenna at the receiver to transmit additional
information in addition to the conventional M -ary APM constellations, we call it
the spatial modulation at the receiver (RSM), which is also termed as Precoding-
Aided Spatial Modulation (PSM) MIMO system [7]. In PSM-MIMO, only one of
NT receive antennas is activated over a symbol duration. PSM-MIMO system uses
CSIT, which helps in the reduction of the complexity of the receiver. The technique
of zero-forcing (ZF) transmit precoding is employed with CSIT in PSM-MIMO [7].

The maximum realizable spectral efficiency of the SMUX-MIMO equals NT ×
log2(M) bits per channel use (bpcu), which exceeds the APM spectral efficiency
of log2(M) bpcu by a factor of NT. SM-MIMO provides the spectral efficiency of
log2(NT × M) bpcu and PSM-MIMO provides the spectral efficiency of log2(NR ×
M) bpcu. Despite having numerous advantages of SM-MIMO and PSM-MIMO.
The drawback of both schemes is their spectral efficiency. The throughput (spec-
tral efficiency) of SM-MIMO and PSM-MIMO is smaller than the SMUX-MIMO.

Different techniques have been proposed in the literature to increase the through-
put of SM-MIMO and PSM-MIMO systems. Generalised spatial modulation (GSM)
MIMO is one technique that allows us to go beyond the limitation of SM-MIMO
that the number of transmit antenna required has to be a power of two [8]. In
GSM-MIMO, the extra information is mapped to the number of transmit anten-
nas activated at a time. GSM-MIMO achieves higher spectral efficiency by the
base-two logarithm of the number of activated antenna combinations. This helps
in the reduction of the total number of transmit antennas required to achieve the
same spectral efficiency in SM-MIMO [8]. Unlike GSM, which is performed at the
transmitter, if we perform GSM at the receiver side then it is reffered to as gener-
alised PSM (GPSM) MIMO system [9, 10]. GPSM-MIMO has the same benefits as
GSM-MIMO with respect to spectral efficiency. Also, in PSM-MIMO the receiver
complexity is less because it is operated under CSIT mode. Therefore, the receiver
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compelexity of GPSM-MIMO would also be less compared to GSM-MIMO.

1.2 Contributions

In this thesis, we present a novel technique – the Sparse Matrix Precoded MIMO
(SMP-MIMO). Our first proposal targets to increase the spectral efficiency beyond
the existing spectral efficiency of the PSM-MIMO system where as our second
proposal aims at increasing the spectral efficiency beyond the existing spectral ef-
ficiency of the MIMO system without increasing the number of transmit antennas
or received antennas in the given MIMO system.

In the proposed schemes, we use two layers of precoding at the transmitter of a
MIMO system. The novelty of the proposed system is the first layer of precoding,
i.e., an A matrix, which has not been introduced in the literature yet. With the
help of this A matrix, we are increasing the spectral efficiency in our proposed
schemes. The dimension of A matrix are NR × N

′
T where N

′
T » NT and NR. This

A matrix is a sparse matrix carefully designed to reduce the interference among
the elements of the information-bearing vector. The sparsity of A matrix could be
further leveraged to reduce the computational complexity.

The second layer is a ZF matrix that inverts the MIMO channel matrix. Our
first proposal is analogous to PSM-MIMO and the second proposal is similar to
the ZF-precoded-MIMO except for an added layer of precoding. Our proposed
system utilizes CSI at the transmitter and helps reduce the receiver complexity.
When we have perfect CSIT, a ZF precoding matrix is obtained by the pseudo-
inverse of the channel matrix.

In our proposed systems, the degrees of freedom (DoF) available at the trans-
mitter equals to the number of columns of the A matrix. The spectral efficiency
of the first proposal is log2(N

′
T × M), which is greater than the spectral efficiency

of the PSM-MIMO system. The spectral efficiency of the second proposal is N
′
T x

log2(M) bpcu, which is greater than the spectral efficiency of the MIMO system.
At the receiver, two methods are used for decoding. Maximum Likelihood

(ML) decoder and Belief Propagation algorithm-based decoder. To counteract the
high computational complexity of the ML decoder, we used the belief propaga-
tion algorithm at the receiver to leverage the sparsity of A matrix. The Belief
propagation algorithm has low computational complexity and is more practical
to implement at the receiver. We have shown the theoretical analysis for the SER
expression of the proposed SMP-MIMO scheme.

3



1.3 Thesis Organisation

In Chapter two, contains the discussion of the background for the problem state-
ment. Chapter three contains the formulation of the problem statement. Chapter
four, contains the literature survey where we discuss the existing ways to solve the
research problem. In Chapter five, we discuss the proposed solution for the given
problem statement in chapter three. After that, we move to chapter six which
contains the conclusion for the proposed solution. Chapter seven contains the
possible future work for the proposed problem and the solution. Chapter eight
contains the references for this thesis.
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CHAPTER 2

Background

2.1 MIMO

As we go into next generation wireless communication system, it is prominent
that a higher data rate will be required for wireless communication. To achieve
the multiplicative increase in data rate, we can use multiple number of transmit
antennas and receive antennas. This usage of multiple number of transmit and re-
ceive antenna system is also known as MIMO system [11]. The multiplicative in-
crease in spectral efficiency of the MIMO system is with respect to a single stream,
also known as the SISO system. In MIMO, the increase in spectral efficiency is
achieved through multiplexing. MIMO not only provides gain in spectral effi-
ciency but also helps in the improvement of the performance of the system by the
virtue of diversity gain.

2.1.1 MIMO System Model

Take into consideration a MIMO system that consists of NR receive antennas and
NT transmit antennas as shown in Figure 2.1. The following equation can express
the MIMO system

y = Hs + n, (2.1)

where y is a NR dimensional received vector at the receiver. MIMO channel ma-
trix is denoted by H matrix of dimension NR x NT and x is NT dimensional infor-
mation bearing vector. The transmit vector s is same as the information-bearing
vector x so, the above equation can also be written as

y = Hx + n (2.2)
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Figure 2.1: MIMO system model.

The spectral efficiency of a SISO system is log2(M) bpcu. The SMUX-MIMO is
when all NT transmit antennas transmit simultaneously and over the same spec-
tral band send one of M symbols from a M-ary APM constellations, the maximum
realizable spectral efficiency of the SMUX-MIMO system equals NT × log2(M)

bpcu, which exceeds the SISO system spectral efficiency of log2(M) bpcu by a
factor of NT.

This benefit of the SMUX-MIMO comes with a requirement of a careful ap-
proach for mitigating the effect of MIMO channel matrix H [3]. Certain assump-
tions can be made about the MIMO channel matrix, here we have assumed to
have the perfect CSI available to us. Practically this CSI can fairly be obtained by
sending pilot symbols from transmitter to receiver for channel estimation. The
CSI obtained at the receiver is termed as channel state information at the receiver
(CSIR). One way to obtain the CSI at the transmitter is to provide a feedback path
between transmitter and receiver so that CSI obtained at the receiver can be sent
back to the transmitter. CSIT is more preferable then CSIR. The drawback of CSIR
is the increased complexity of receiver [12] at the mobile user because the mobile
handset is typically smaller. The base station can handle the complexity as the
size is quite larger. The main benefit CSIT provides is the reduction of complexity
of the receiver.
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At the MIMO receiver, different types of receivers can be used for the success-
ful decoding of the received signal. ML receiver is the most optimal receiver. In
ML receiver, we take the received signal vector and subtract it from all the pos-
sible combinations of the transmitted vector and then we select the vector which
gives us the minimum norm square as the transmitted vector and we finally get
the estimated information bearing vector. The mathematics for ML receiver is
shown in the below equation

x̂ = arg min
X

∥y − HX∥2 (2.3)

x̂ is the estimated information-bearing vector and X contains all possible out-
comes for the transmit vector. ML receiver has very high computational complex-
ity and it increases exponentially with an increase in the constellation size. Apart
from ML receiver, there is ZF receiver which as also be used to for the estimation
of the transmit information-bearing vector. The mathematics for the zero-forcing
receiver is shown below

x̂ = (HH H)−1HHy, (2.4)

x̂ = (HH H)−1HH(Hx + n), (2.5)

Since, (HH H)−1HH H = I matrix. Therefore, the effect of H matrix is removed
and We get

x̂ = x + (HH H)−1HHn (2.6)

Here x̂ is estimated information-bearing vector with noise. We can use decision
boundary based decoding for the estimation of the transmitted symbols. In ZF
receiver, there is possibility of noise amplification which is not good for the re-
ceiver. There are other MIMO receivers as well like Sphere Decoding, and Mini-
mum Mean Square Error (MMSE) receivers etc. Different receivers have different
qualities. The complexity and the error performance of a receiver can be traded-
off.

2.2 Zero-Forcing (ZF) Precoded MIMO

As we saw that ZF MIMO receiver suffers from noise amplification. Also, using
CSI at the receiver further increases the complexity of the receiver. The use of CSI
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at the transmitter reduces the receiver complexity. We can use CSIT by performing
transmit precoding. ZF precoding technique can be used at the transmitter. ZF
technique inverts the MIMO channel matrix. ZF precoding matrix is denoted by
P matrix. The role of this P matrix is to perform the pseudo inverse of the MIMO
channel matrix. This P matrix is of dimension NT x NR and is given by

P = HH(HHH)−1, (2.7)

where H ∈ CNR×NT denotes the MIMO channel matrix. Perfect knowledge of CSI
is assumed at the transmitter. Therefore, the H matrix is perfectly known at the
transmitter. The transmit vector is denoted by s. The information-bearing vector
is NR dimensional with each element belonging to M-ary APM constellations.
The information-bearing vector is precoded with the zero-forcing precoder at the
transmitter. Now, the final precoded transmit vector s becomes

s = βPx, (2.8)

where β is the power normalizing factor ensuring that E[||s||2] = 1. The formula
for the power normalizing factor (β) is given by

β =

√
1

Tr(HHH)−1
(2.9)

The received signal y for the ZF precoded MIMO is given by

y = Hs + n, (2.10)

where n ∼ CN (0, σ2I) is the Additive White Gaussian Noise (AWGN) with zero
mean and variance σ2I at the receiver. Now, since s = Px by substituting s in
above equation we get,

y = βHPx + n, (2.11)

We know that P = HH(HHH)−1. By substituting the value of P in the above
equation we get,

y = β(HHH)(HHH)−1x + n, (2.12)

Now, since (HHH)(HHH)−1 = I matrix. Therefore, received signal vector y be-
comes
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y = βx + n, (2.13)

which is same as AWGN channel. By using the ZF precoding technique, the prob-
lem of noise amplification is removed. Also, the complexity of the receiver is
reduced. The spectral efficiency of zero-forcing precoded MIMO is given by

SEZF−MIMO = NR × log2(M) (2.14)

2.3 SM-MIMO

Despite having numerous benefits, the MIMO system does have a few practical
issues like - Inter Channel Interference (ICI), Transmit Antenna Synchronization
(TAS), and requirement of RF chains [5, 13]. Each transmit antenna requires a
dedicated RF Hardware Chain, thereby increasing the system cost. The energy
efficiency decreases with an increase in the number of antennas (RF chains) as it
mainly depends on the power amplifier. Also, not to forget the increased com-
plexity of the MIMO system.

The solution to the above-mentioned issues is Spatial Modulation MIMO (SM-
MIMO) system. Spatial Modulation is a technique where synchronization is not
required between the antennas at the transmitter and completely negates ICI. In
the SM-MIMO, only one of the NT transmit antennas is activated over a symbol
duration. In addition to using the M-ary APM constellations, SM-MIMO also
transmits information using the transmit antennas indexes. [5]. The spectral effi-
ciency of SM-MIMO is given by

SESM = log2(NT) + log2(M) (2.15)

For SM-MIMO, the transmit vector is an NT dimensional vector given by

s = x = [0, 0, ..., xt, ...0]T (2.16)

The received signal vector for SM-MIMO is given below

y = Hx + n, (2.17)

The above equation simplifies to

y = htxt + n, (2.18)
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where ht is the t-th column of H and xt is the APM symbol transmitted via the
t-th transmit antenna.

At the receiver, we can use the ML decoder for the estimation of the activated
transmit antenna and transmitted APM symbol. The drawback of the SM-MIMO
system is its spectral efficiency. SM-MIMO has a spectral efficiency of log2(NT M)

bpcu, which is greater than the SISO system’s spectral efficiency but smaller than
the SMUX-MIMO system. Also, the SM-MIMO system requires the use of CSIR,
which eventually increases the receiver complexity. Therefore, increasing the im-
plementation cost at the receiver.

2.4 PSM-MIMO

An alternative to the SM-MIMO that simplifies the receiver design is the transmit-
precoding-aided SM-MIMO (or PSM-MIMO in short). PSM-MIMO is simply the
spatial modulation at the receiver end. Therefore, PSM-MIMO is also known
as Receiver spatial modulation (RSM). PSM-MIMO uses the CSI at the transmit-
ter. [14]. In the PSM-MIMO, the additional information is transmitted in the spa-
tial dimension by selecting one of NR receive antennas [7, 15–17]. The spectral
efficiency of PSM-MIMO is given by

SEPSM = log2(NR) + log2(M) (2.19)

The technique of ZF transmit precoding is employed with CSIT in the PSM-
MIMO system. For PSM-MIMO, the information bearing vector (x) is NR dimen-
sional and given by

x = [0, 0, ..., xr, ...0]T (2.20)

The transmit vector (s) is NT dimensional and precoded version of the information-
bearing vector. The transmit vector (s) is given by

s = βPx (2.21)

where β is the power normalizing factor ensuring that E[||s||2] = 1. The formula
for the power normalizing factor (β) is given by

β =

√
NR

Tr(HHH)−1
(2.22)

The received signal y for the ZF precoded MIMO is given by
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y = Hs + n, (2.23)

Now, since s = Px by putting s in above equation we get,

y = βHPx + n, (2.24)

We know that HP = I matrix. By substituting the value of HP in the above
equation, the received signal vector y simplifies as

y = βx + n (2.25)

PSM-MIMO does remove one of the drawbacks of SM-MIMO, which is the
receiver implementation cost but the only problem PSM-MIMO has is its spec-
tral efficiency. The throughput/spectral efficiency of the PSM-MIMO system is
log2(NR M) bpcu. As the number of antennas are generally smaller at the mobile
station compared to the base station. The spectral efficiency of the PSM-MIMO
system even reduces than the SM-MIMO system.
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CHAPTER 3

Problem Statement

The APM spectral efficiency is log2(M) bpcu. MIMO offers a multiplicative in-
crease in the spectral efficiency compared to the APM spectral efficiency. The
spectral efficiency of MIMO system is given by

SEMIMO = min(NT, NR)× log2(M) (3.1)

The maximum realizable spectral efficiency of the SM-MIMO is

SESM = log2(NT) + log2(M) (3.2)

PSM-MIMO which offers reduction in the complexity of the SM-MIMO has
the maximum realizable spectral efficiency of

SESM = log2(NR) + log2(M) (3.3)

The spectral efficiency of both SM-MIMO and PSM-MIMO exceeds the APM
spectral efficiency of log2(M) bpcu but the spectral efficiency of SM-MIMO and
PSM-MIMO increases logarithmically. Despite having numerous advantages of
SM-MIMO and PSM-MIMO, the drawback of both schemes is their spectral ef-
ficiency. The throughput (spectral efficiency) of SM-MIMO and PSM-MIMO is
lower than the MIMO. Generally NT > NR, therefore the spectral efficiency of
PSM-MIMO system is even less than SM system.

For example, consider a 8 x 8 MIMO system. To increase the spectral efficiency
by 2 bits, we will require 24 more antennas at the receiver. At the mobile station,
it is not possible to deploy 24 more antennas. Also, the associated cost would
be high. Furthermore, every one-bit increment would require an exponential in-
crease in the number of receieve antennas.

In this thesis, our aim is to increase the spectral efficiency of PSM-MIMO sys-
tem as well as the zero-forcing (ZF) precoded MIMO system without increasing
the number of receive antennas at the mobile station (receiver).
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CHAPTER 4

Literture Survey

In regard to the PSM-MIMO system, several other schemes have been developed
in the literature to increase the throughput/spectral efficiency of the PSM-MIMO
system. The paper in [9] proposes a new technique of MIMO transmission that
improves the spectral efficiency of the PSM-MIMO system . The concept for the
proposed work comes from generalized spatial modulation (GSM), in which we
activate a specific group of transmit antennas, and the additional information to
be sent is carried by the pattern of the activated antenna. In the proposed Gener-
alized PSM (GPSM), the idea is to activate a specific subset of the receive antenna
and the activated receive antenna pattern will be carrying the information. Let
subset of the activated receive antennas is denoted by Q. Q contains all the possi-
ble combinations of the activated receive antenna. Now, the spectral efficiency for
the GPSM system is

SEGPSM = log2(Q) + log2(M) (4.1)

This paper provides both the analytical and numerical results for the proposed
GPSM scheme. They have performed the low rank approximation for the large
dimensional MIMO system. Simulation results of this paper shows that GPSM is a
promising alternative way of MIMO-based communication with higher through-
put compared to the PSM-MIMO system. Also, the proposed reinforcement ma-
trix for the proposed GPSM provides a further improvement in performance.

A new technique that further increases the spectral efficiency of the GPSM-
MIMO system is proposed [10]. This paper discusses the possibility of using
quadrature spatial modulation (QSM) at the receiver end integrated with the GPSM
MIMO scheme. The concept of the proposed GPQSM is that the SM works in both
the in-phase as well as quadrature components of the received signals. Therefore,
the proposed GPQSM can deliver more information bits than GPSM. This paper
also derives the closed-form upper bound on the average bit error probability
(ABEP) for proposed GPQSM.

A novel technique for the GPSM MIMO system is proposed that improves the
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spectral efficiency of PSM [18]. The proposed technique is receive antenna switch-
ing for GPSM system. Receive antenna switching refers to the change in the active
receive antennas throughout a symbol period. GPSM via receive antenna switch-
ing (which can also be termed as transition) has the capability to further enhance
the error performance of the GPSM system. In GPSM via receive antenna switch-
ing, the transmit precoding switches once at the halfway point of the symbol du-
ration, transferring one group of the active receive antennas to another group of
active receive antennas. As a result of this switching, the transition pattern of the
receive antennas is now capable of transmitting more information bits. The pro-
posed GPSM via receive antenna switching has two advantages. First, the error
performance increases significantly and secondly, GPSM via receive antenna tran-
sition requires less number of receive antennas compared to the PSM-MIMO and
GPSM-MIMO system with same spectral efficiency. This paper increases the spec-
tral efficiency of the PSM system using the concept of GPSM with receive antenna
transition.

A new transmission scheme is proposed in [19]. They are proposing to par-
tition the transmit antennas into Nt transmit antenna group (TAG) and receiver
antennas into Nr receive antenna group (RAG). They are using the idea of the SM
at the transmitter end and receiver end. The idea of GSM has also been expanded
to a new precoding-aided massive MIMO system, namely in an activated antenna
group at both the transmitter and receiver ends. The proposed scheme is named
as an enhanced receive GSM (ERGSM) system. For the proposed ERGSM method,
they have also suggested a low complexity sub-optimal detection technique. Ad-
ditionally, antenna grouping at the transmitter and receiver enhances the system’s
performance and boosts throughput.

A new power allocation technique has been explored in [17]. The proposed
work explores the advantages of power allocation for the PSM-MIMO system.
PSM-MIMO has been studied with both a per-antenna power limitation (PAPC)
and a total transmit power constraint (TTPC). To determine power distribution
parameters for the numerous receive antennas, they have suggested a simple
iterative technique based on their derived solution and error vector reduction
method. They have also considered the more practical PAPC power allocation
for PSM-MIMO system. They have proposed an approximate convex optimiza-
tion (ACO)-based iterative algorithm for power allocation for the latter case. Ac-
cording to their simulation findings, the proposed (EVR and ACO) power allo-
cation methods outperform equal-power-allocated PSM- and power allocation
based spatial multiplexing systems in terms of BER performance.
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A new PSM-MIMO technique is proposed in [20].The proposed scheme is ca-
pable of achieving transmit and receive diversity (TRD) and therefore, the pro-
posed scheme is named as TRD-PSM-MIMO scheme. In the TRD-PSM-MIMO
system, information is sent jointly using the indices of the activated receive an-
tenna and APM modulation. At the transmitter, they have used two types of
different precoders referred to as ZF and MMSE. Utilizing these precoders has the
advantage of making the receiver less complex. At the receiver, they have de-
veloped many detection algorithms, including the joint maximum likelihood de-
tector (JMLD), a simplified JMLD, a ratio-threshold-test-assisted maximum like-
lihood detector (RTT-MLD), a successive maximum likelihood detector (SMLD),
and a simplified SMLD. Additionally, they have analyzed the ABEP for the TRD-
PSM-MIMO system with ZF and MMSE precoding. Based on the simulation find-
ings among the proposed detectors, the JMLD has optimum BER performance at
the expense of being the most complex. SMLD has the worst BER performance
but it offers low complexity. RTT-MLD is capable of achieving an equivalent BER
performance with a simplified JMLD. Simplified JMLD BER performance is close
to JMLD. RTT-MLD has quite lower complexity compared to simplified JMLD.

The paper in [21] proposes a method to improve the SER performance of the
PSM. The proposed method names indices of receive antennas as the spatial con-
stellation in contrast to signalling constellation. The proposed work focuses on
making SER better in order to achieve a good balance between the spatial and the
signaling constellation. The proposed work is named as signalling-spatial con-
stellation trade-off. They take the size of the signaling constellation to be four,
which accomplishes a considerable trade-off while limiting the SER upper bound
for PSK modulation. i.e., the QPSK. Their numerical findings demonstrate that,
for the same spectral efficiency, the signalling-spatial constellation trade-off es-
tablished by the obtained SER upper bound outperforms previous PSM-MIMO
methods.

The paper in [22] proposes a new precoder for PSM-MIMO. It explores the
use of minimum mean square error (MMSE) precoding for the PSM-MIMO sys-
tem. They have derived the upper bound for the ABEP for MMSE precoded PSM-
MIMO system. Simulation findings shows that the bound is tight for the high SNR
values. They have also analyzed the impact on the ABEP of varying the number
of transmit and receive antennas. It is evident that on increasing the number of
transmit antennas the ABEP significantly improves. It is demonstrated that the
MMSE precoded PSM-MIMO system outperforms the ZF precoded PSM-MIMO
system in terms of performance.

15



Since the development of the PSM-MIMO system there have been continuous
improvements and addition to the PSM-MIMO system. This paper discusses an-
other addition to the PSM-MIMO system [23] where a class of efficient receive
antenna selection (ERAS) is proposed. This paper aims to find the best receive
antenna choice for the PSM system. They have analyzed at the RAS-based PSM
system’s upper bound performance in two separate methods. Firstly, by employ-
ing the condition number and eigenvalue, and secondly, by leveraging the chan-
nel matrix’s Wishart distribution feature. Their simulation findings shows that
compared to traditional RAS-PSM systems, the suggested ERAS technique is ca-
pable of greatly improving BER performance. The proposed WD-ERAS system is
nearly capable of providing near-optimal performance while also requiring less
computational effort.

The paper in [24] proposes two new detection algorithms with reduced com-
plexity for the GPSM system. First algorithm is based on lattice reduction-zero
forcing and the second is based on lattice reduction-MMSE. According to their
simulation findings, each of the suggested methods can provide BER performance
that is nearly as good as ML detection, but with a lot less complexity.

The paper in [15] proposes an optimal joint transmit and receive antenna (JTRASs)
subsets choosing method for the PSM-MIMO system. JTRASs selection is done by
the exhaustive search and it has a very high complexity. Also, it is tough to ana-
lyze the diversity gain because of its exhaustive search method. To deal with this,
authors have proposed to use a decoupled transmit and receive antenna choosing
method. Decoupled transmit and receive antenna choosing method first chooses
receive antenna subset (RAS) and then selects transmit antenna subset (TAS). If we
decrease the number of active transmit antennas by TAS choice after RAS choice it
is analyzed that it will always make the BER performance poorer. The simulation
results verify the analysis results. Their simulation and analytical findings can be
seen as expansions of the work already done on RAS and TAS for PSM-MIMO
systems. Furthermore, authors have proposed and compared two algorithms for
transmit and receive antenna subset (TRAS) selection. In the first suggestion, the
algorithms used for separable RAS and TAS successive selection, respectively, are
incremental and decremental. The first proposal has an excellent performance. In
comparison to the joint optimal and decoupled optimal algorithms, the compu-
tational complexity of the first suggested decoupled suboptimal TRAS selection
technique is much lower. Second, the decremental technique in the first suggested
TRAS selection algorithm is replaced with an incremental TAS selection approach,
which significantly reduces computational complexity.
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CHAPTER 5

Proposed Solution

In this chapter, two proposals have been proposed to increase the spectral effi-
ciency of the existing PSM-MIMO system and MIMO system. Proposal one fo-
cuses on increasing the spectral efficiency of the PSM-MIMO system whereas pro-
posal two focuses on the increase of spectral efficiency of the existing full-fledged
MIMO system without increasing the number of transmit antenna or number of
receive antenna. Our PoC is based on the ML detection at the receiver.

5.1 Proposal One

Proposal one presents a novel SMP-MIMO system technique. Proposal one aims
to increase spectral efficiency beyond the existing spectral efficiency of the PSM-
MIMO system without increasing the number of received antennas in the given
PSM-MIMO system. Proposal one system comprises of bits splitter, virtual col-
umn vector selector and a two-stage precoding system at the transmitter. The
diagram for the proposal one scheme is shown in Figure 5.1.

The first stage of precoding is a matrix precoder. This matrix precoder contains
a matrix of horizontal type which means that the number of columns are much
more than the number rows in the matrix. We refer this matrix precoder as an A
matrix. This matrix precoder could be sparse matrix or non-sparse matrix. By the
virtue of this A matrix, the spectral efficiency of proposal one system increases
beyond the existing spectral efficiency of PSM-MIMO system without increasing
the number of receive antennas or size of the M-ary constellation.

Now, if we use a non-sparse matrix as an A matrix we can increase the spectral
efficiency but the SER performance of the system will be very poor. So, we have
to be very careful while designing this A matrix. We need to design this A matrix
keeping in mind that we need to reduce the interference among the elements of
the information-bearing vector. On the contrary, if we use a sparse matrix as the
matrix precoder. We can successfully design this A matrix to reduce the inter-
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Figure 5.1: SMP-PSM-MIMO system model.

ference among the elements of the information-bearing vector as well as we can
further leverage the sparseness of this A matrix to further reduce the computa-
tional complexity of the receiver.

The second stage of precoding is ZF precoder. We know that the transmitted
signal is affected by the channel and we represent the effect of the channel by H
matrix which is the MIMO channel matrix. This effect of the MIMO channel ma-
trix is either countered at the receiver or at the transmitter. Since removing the
effect of the MIMO channel matrix at the receiver increases the receiver complex-
ity. Now, to reduce the receiver complexity we use precoding at the transmitter
which helps us removes the effect of the MIMO channel matrix. There are dif-
ferent precoders used for this objective but the most optimum precoder is the ZF
precoder. We assume that the transmitter has the perfect knowledge of CSI. ZF
performs the psuedo inverse of MIMO channel matrix [25]. ZF is also known as
null-steering because it nullifies the multiuser interference in a MIMO system [3].
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5.1.1 System Model Proposal One

Transmission

Take into consideration a MIMO system that consists of NR receive antennas and
NT transmit antennas. Proposal one is combined of bits splitter, and a two-stage
precoding at the transmitter. Incoming information bits gets splitted into log2(N

′
T)

bits and log2(M) bits by the bits splitter. The first stage precoding is done by a
sparse matrix precoder and the second-stage precoding is done by the ZF pre-
coder. In SMP-MIMO proposal one, the information bearing vector x is a N

′
T

dimensional vector, with only one element belonging to M-ary APM constella-
tion and the rest of all entries are zero in the vector. The non-zero element in the
information-bearing vector virtually selects a column of the sparse matrix.

Instead of directly transmitting the information-bearing vector x, we precode
information bearing vector x in two stages. In the first stage, the information-
bearing vector x is precoded with a sparse matrix. This sparse matrix is denoted
as A matrix of dimension NR x N

′
T and N

′
T >> NR and NT. In the second stage,

the precoded vector x
′

= Ax is again precoded with ZF precoder (P matrix). As
we have already seen the role of this P matrix is to perform the pseudo inverse
of the MIMO channel matrix. We assume that we have the perfect channel state
information. Therefore, the H matrix is perfectly known at the transmitter. The
transmit vector is denoted by s vector. Now, the final precoded transmit vector s
becomes

s = βPAx, (5.1)

where β is the power normalizing factor ensuring that E[||s||2] = 1. The formula
for the power normalizing factor (β) is given by

β =

√
1

Tr(AH((HHH)−1)H A)
(5.2)

Normalization of the power is required so that we can compare the proposal
one to other existing MIMO systems and see how our proposed system is per-
forming with respect to others under the same or unity power constraint.

Power Normalization Factor:

For the SMP-PSM-MIMO system, we have the transmit vector s = βPAx. To
simplify our calculation, Let R = HHH and B = AH(R−1)H A. To obtain the power
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normalization factor, We need to perform the norm square of our transmit vector
s, i.e., ||s||2 = sHs.

sHs = β2xH AHPHPAx (5.3)

For the calculation of sHs, let us first find out the term PHP. PHP helps us simplify
the calculation of sHs,

PHP = [HH(HHH)−1]H HH(HHH)−1 (5.4)

PHP = [(HHH)−1]H HHH(HHH)−1 (5.5)

We assumed that R = HHH. so, the above equation can be written as

PHP = (R−1)HRR−1 (5.6)

Now, since RR−1 = I matrix. The above equation can be simplified as

PHP = (R−1)H = [(HHH)−1]H (5.7)

Since, PHP = (R−1)H. Putting this in the above equation, we get

sHs = β2xH AH(R−1)H Ax (5.8)

We assumed that B = AH (R−1)H A. By replacing AH(R−1)H A by B. The above
equation can be written as

sHs = xHBx (5.9)

Assuming E
[
|xk|2

]
= 1 and E

[
xkx∗j

]
= 0, for SMP-PSM-MIMO system, we get

E
[
sHs

]
= (B) = Tr(AH(R−1)HA).

E
[
sHs

]
= (B) = Tr(AH(R−1)HA) (5.10)

To achieve E
[
||s||2

]
= 1 i.e. E

[
sHs

]
= 1, we set

β =

√
1

Tr(AH(R−1)HA)
(5.11)

β =

√
1

Tr(AH((HHH)−1)H A)
(5.12)
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At the receiver, the received signal which is denoted by y is given by

y = Hs + n, (5.13)

Now, since s = PAx by putting s in above equation we get,

y = βHPAx + n, (5.14)

We know that P = HH(HHH)−1. By substituting the value of P in the above
equation we get,

y = β(HHH)(HHH)−1Ax + n, (5.15)

Now, since (HHH)(HHH)−1 = I matrix. Therefore, received signal vector y be-
comes

y = βAx + n, (5.16)

Since information bearing vector x has only one non-zero element. It virtually
selects one of the column of the A matrix and the further simplified expression
can be written as

y = atxl + n (5.17)

where at is the t-th column of A matrix and xl is the non-zero APM symbol. The
above equation is similiar to AWGN channel.
Different A matrices used for proposal one are shown below

A4x8 =


1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

 (5.18)

A4x8 =


1 0 0 0 1√

2
0 1√

3
0

0 1 0 0 1√
2

0 1√
3

1√
3

0 0 1 0 0 1√
2

1√
3

1√
3

0 0 0 1 0 1√
2

0 1√
3

 (5.19)
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ALDPC =


0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0

 (5.20)

The spectral efficiency of PSM-MIMO system is log2(NR) + log2(M) bpcu.
Now, since N

′
T >> NR and NT. The Spectral efficiency for the SMP-PSM-MIMO

system will increase beyond the existing PSM-MIMO system without any increase
in the number of receive antenna or increase in the size of the M-ary constellation.
Spectral efficiency for the SMP-PSM-MIMO system is given by the following ex-
pression

SESMP-PSM = log2(N
′
T) + log2(M)bpcu (5.21)

Detection at the Receiver:

The objective is to find the transmitted APM symbol and the selected column of
the A matrix given the received vector y. To achieve our objective, we perform the
Maximum Likelihood decoding at the receiver. In Maximum Likelihood decod-
ing, we take the received vector and subtract it from all the possible combination
of the transmitted vector and then we select the vector which gives us the min-
imum norm square as the transmitted vector and we finally get the estimated
column of the A matrix and the transmitted APM symbol.

[t̂, l̂] = argmin
t=1...N′

T ,l=1...M

∥y − βatxl∥2 (5.22)
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Table 5.1 shows the system parameters comparison for the above-mentioned schemes
where P1 denotes proposal one and Table 5.2 shows the spectral efficiency com-
parison for the aforementioned schemes.

Parameters PSM-MIMO Proposal One

Information Bearing Vector (x) NR x 1 N
′
T x 1

Spectral Efficiency log2(NRM) P1 - log2(N
′
T M)

Transmit Vector (s) βPSMPx βSMPPAx
Power Normalizing Factor (β)

√
NR

trace(HHH)−1

√
1

trace(AH(HHH)−1)HA
Received Signal (y) βPSMx + n βSMPAx + n

Table 5.1: System Parameters Comparison For aforementioned Schemes.

M PSM-MIMO Proposal One

2 3 bpcu 4 bpcu
4 4 bpcu 5 bpcu
8 5 bpcu 6 bpcu

16 6 bpcu 7 bpcu
32 7 bpcu 8 bpcu
64 8 bpcu 9 bpcu

128 9 bpcu 10 bpcu
256 10 bpcu 11 bpcu

Table 5.2: Spectral Efficiency Comparison For aforementioned Schemes.

Simulation Results

For simulation, we have considered 4-QAM transmission with NT = 4 and NR =

4. We have shown the simulated results for SER performance of proposal one
system and also the comparison of SER for PSM-MIMO and proposal one. We
performed 10000 Monte Carlo simulations to obtain the following results.

Figure 5.2 shows the SER performance for proposal one with different A ma-
trices. The magenta line shows the SER performance with A matrix having all
elements as one. As we can see the SER performace for this is A matrix is very
poor. The blue line shows the SER performance with A matrix having randomly
choosen elements. We can clearly see the improvement in the SER performance
for randomly choosen A matrix. To further improve the SER performance of pro-
posal one, we carefully designed a sparse matrix. The designed sparse matrix
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Figure 5.2: SMP-MIMO (proposal one) SER performance for different A matrices.

is shown in eq.(5.20) and the red line on shows the SER performance for the de-
signed sparse A matrix. We can clearly see that it further improves the SER per-
formance of proposal one.

Figure 5.3 shows the simulation result for the different errors possible for the
proposed work. As we estimate the choosen column of the A matrix, if our esti-
mated column is not correct then it will result in the column error which is shown
by the red curve. Error in the detection of the transmitted APM symbol will result
in symbol error which is shown by the blue curve in the plot. Now, as any one of
the error occurs in the system it will result in an overall error for the proposed sys-
tem which is said as the combined error for the proposed system. The combined
error for the proposed system is shown as the black line in the plot. In Figure 5.3,
since we used 4-QAM the column error is more dominating.

Figure 5.4 shows the simulation result for the different errors possible for the
proposed work with 16-QAM. In this, we can clearly see that symbol error is dom-
inating. As in QAM, probability of error increases with M.

Figure 5.5 shows the comparison of the spectral efficiency for the proposed
system with PSM-MIMO system with NT = 4, NR = 4 and N

′
T = 8. The spectral

efficiency of proposal one is log2(N
′
T M) bpcu and for PSM-MIMO is log2(NRM)

bpcu. The orange line shows the spectral efficiency curve for proposal one and
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Figure 5.3: SMP-MIMO (proposal one) Column error, Symbol error and Com-
bined error M = 4.

Figure 5.4: SMP-MIMO (proposal one) Column error, Symbol error and Com-
bined error with M = 16.
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Figure 5.5: Spectral efficiency comparison of SMP-MIMO (proposal one) with
PSM-MIMO.

the blue line shows the spectral efficiency curve for the PSM-MIMO system. From
Figure 5.4, we can clearly see the significant increase in the spectral efficiency for
proposal one.

Figure 5.6 shows the SER performance comparison between the proposed sys-
tem and the PSM-MIMO system. The red curve shows the SER performance for
proposal one system with system parameters (NT = 4, NR = 4, M = 4). The black
curve shows the SER performance for the PSM-MIMO system with same system
parameters. We can clearly see that the SER performance of the PSM-MIMO sys-
tem is still better than the proposed system. Since the proposed system is a full-
fledged MIMO system we are able to increase the spectral efficiency beyond the
PSM-MIMO system but the cost of degraded SER performance.

As we increased the number of the transmit antenna by one, we can see a sig-
nificant increase in the SER performance for both systems because of the increase
in the the value of β. The blue curve shows the SER performance for proposal one
with system parameters (NT = 5, NR = 4, M = 4). The magenta curve shows the
SER performance for the PSM-MIMO system with same system parameters. The
study for the exact improvement of 5 × 4 over the 4 × 4 system is still pending.
The SER performance improves for the proposed system but the PSM-MIMO sys-
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Figure 5.6: SER comparison of SMP-MIMO (proposal one) with PSM-MIMO.

Figure 5.7: Comparison of designed A matrix with LDPC matrix multiplied with
a power domain multiplier for SMP-MIMO (proposal one).
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tem still performs better than the proposed system but at less spectral efficiency.
Figure 5.7 shows the SER performance comparison for the proposed system

with three different sparse matrices. LDPC matrix of dimension 4 × 8 has few
columns are similiar to each other so when decoding the column index at the
receiver it will give error. To eradicate this problem, we use an LDPC matrix
multiplied with a power domain multiplier (pdm). The blue curve shows the per-
formance of SMP-MIMO (proposal one) with LDPC matrix using a power domain
multiplier. The performance of SMP-MIMO (proposal one) is almost similar to the
designed A matrix. The red curve depicts the SER performance for the proposed
system with the designed sparse A matrix shown in eq.(5.20). We used the LDPC
matrix because of its sparseness but with Maximum Likelihood decoding it is not
performing well. We can clearly observe that the designed sparse matrix outper-
forms the LDPC matrix. The LDPC matrix used for this simulation is shown in
eq.(5.20).
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5.2 Proposal Two

In proposal one, we are choosing one of the column of the sparse A matrix with
the help of the information bearing vector with only one non-zero element. so,
in proposal one the spectral efficiency is increasing logarithmically. Also, the
proposal one is a full fledged MIMO system which means all the antennas are
transmitting and receiving. So, the idea is to make the full use of MIMO system
which means instead of virtually selecting one of the column of the A matrix use
the complete A matrix. This will help the spectral efficiency increase in a linear
manner.

Proposal two presents a novel technique of SMP-MIMO system. The SMP-
MIMO system aims at increasing the spectral efficiency beyond the existing spec-
tral efficiency of MIMO system without increasing the number of transmit anten-
nas or received antennas in the given MIMO system. SMP-MIMO system com-
prises of two-stage precoding at the transmitter. The block diagram for the SMP-
MIMO system is shown in Figure 5.8.

In SMP-MIMO, the first stage of precoding is the sparse matrix precoder (A
matrix). We could use a non-sparse matrix precoder but the performance would
be poor. Now, by virtue of this A matrix, we are increasing the spectral efficiency
of the SMP-MIMO system beyond the spectral efficiency of the existing MIMO
system without increasing the number of receive antennas or transmit antennas
and size of the M-ary constellation.

As we know that we have to be very careful while designing this A matrix.
We need to design this A matrix keeping in mind that we need to reduce the in-
terference among the elements of the information bearing vector. In SMP-MIMO
(proposal two) system, the information bearing vector is not same as proposal one
system. In SMP-MIMO, each element of the information-bearing vector belongs
to the M-ary APM constellation. We need to design this A matrix to reduce the
interference among the elements of the information-bearing vector as well as to
further leverage the sparseness of this A matrix to further reduce the computa-
tional complexity of the receiver.

In SMP-MIMO, the second stage of precoding is ZF precoder. We try to remove
the effect of H matrix at the transmitter by performing precoding at the transmit-
ter. This also helps in reducing the complexity of the receiver. Different precoders
are used for this objective but the most optimum precoder is the ZF precoder. We
assume that we have the perfect knowledge of CSI at the transmitter.

At the receiver, we need to decode the received symbol correctly. For that,
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Figure 5.8: SMP-MIMO system model.

we are using ML decoder. We demonstrate proof of the SMP-MIMO concept by
simulation-driven experiments. Our PoC is based on the ML detection at the re-
ceiver.

5.2.1 Proposed SMP-MIMO System Model

Transmission

Consider a MIMO system with NR receive antennas and NT transmit antennas.
SMP-MIMO introduces two-stage precoding in the system. Information bearing
vector x is a N

′
T dimensional vector, with each element belonging to the M-ary

APM constellation. Instead of directly transmitting the information-bearing vec-
tor x. We precode information bearing vector x in two stages. In the first stage,
the information-bearing vector x is precoded with A matrix of dimension NR x
N

′
T. This A matrix is a sparse matrix and N

′
T >> NR and NT. In the second stage,

the precoded vector x
′

= Ax is again precoded with P (ZF) matrix of dimension
NT x NR. Now, the final precoded transmit vector (s) becomes

s = βPAx, (5.23)

where β is the power normalizing factor ensuring that E[||s||2] = 1. We have
already shown the derivation for power normalizing factor in proposal one. The
formula for the power normalizing factor (β) is given by
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β =

√
1

Tr(AH((HHH)−1)H A)
(5.24)

The received signal y is given by

y = Hs + n, (5.25)

Now, since s = PAx by putting s in above equation we get,

y = βHPAx + n (5.26)

Since, P = HH(HHH)−1 and we have already seen HP = I matrix. The above
equation simplifies to

y = βAx + n, (5.27)

which is similar to the AWGN channel. The A matrices used for SMP-MIMO is

A4x6 =


1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

 (5.28)

A4x6 =


1 0 0 0 1√

2
0

0 1 0 0 1√
2

0

0 0 1 0 0 1√
2

0 0 0 1 0 1√
2

 (5.29)

A4x8 =


1 0 0 0 1√

2
0 1√

3
0

0 1 0 0 1√
2

0 1√
3

1√
3

0 0 1 0 0 1√
2

1√
3

1√
3

0 0 0 1 0 1√
2

0 1√
3

 (5.30)

The spectral efficiency of MIMO system is min(NT, NR) x log2(M) bpcu. Now,
since N

′
T >> NR and NT. The Spectral efficiency for the SMP-MIMO system will

increase compared to the existing spectral efficiency of the MIMO system without
any increase in the number of transmit antenna or receive antenna or increase in
size of M-ary APM constellation. Spectral efficiency for the SMP-MIMO system is
given by the following expression

31



SESMP = N
′
T log2(M)bpcu (5.31)

Detection at the Receiver:

Our objective is to find the transmitted information-bearing vector given the re-
ceived vector y. To achieve our objective, we perform the ML decoding at the
receiver. In ML decoding, we take the received vector and subtract it from all the
possible combinations of the transmitted vector. Then, we select the vector which
gives us the minimum norm square as the transmitted vector and we finally get
the estimated information-bearing vector.

x̂ = arg min
X

∥y − βAX∥2 (5.32)

Theoritical Analysis for SER of SMP MIMO System

Let us consider Bpsk transmission. Now, from eq.(5.27), the Received SNR for
k-th receive antenna will be

γk =
E[β2|xk|2]
E[|nk|2]

=
E[β2]

σ2
n

(5.33)

since E[|xk|2] = 1, as the APM constellation considered is of average unit en-
ergy. Average received SNR at the receiver will be

γ̄ =
γ1 + γ2 + ... + γNR

NR
=

NRγk
NR

= γk (5.34)

When we consider BPSK symbols for transmission. Our information-bearing
vector x (which contains BPSK symbols) is precoded by A matrix, i.e., after stage
1 precoding. Bpsk symbols gets converted to pulse amplitude modulated (PAM)
symbols. So, to get the expression for probability of error of the SMP-MIMO sys-
tem we will need the expression of SER for PAM symbols and the expression for
the probability of error of PAM symbols is given by

Pe =
2(M − 1)

M
Q

(√
6γ

M2 − 1

)
(5.35)

where γ denotes the average received SNR for PAM symbol transmission. By
looking at eq.(5.27) we can see that the power normalization factor for the SMP-
MIMO system (β) is multiplied to received PAM symbols. Therefore, the received
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SNR in SMP MIMO scenario will be γk = β2γ. So, the final expression for SER of
the SMP-MIMO system will be

Pe =
2(M − 1)

M
Q

(√
6γ̄

M2 − 1

)
(5.36)

Since γ̄ = γk, The preceding calculation can also be expressed as

Pe =
2(M − 1)

M
Q

(
β

√
6γk

M2 − 1

)
(5.37)

As we know γk = β2γ, The preceding calculation can also be expressed as

Pe =
2(M − 1)

M
Q

√ 6β2γ

M2 − 1

 (5.38)

Pe(x) =
2(M − 1)

M
Q

√ 6x2γ

M2 − 1

 (5.39)

SER expression for SMP-MIMO (proposal two) is given by

SER =
∫ βmax

βmin

Pe(x) fβ(x) dx

where fβ(x) is the pdf of the beta (normalizing factor).
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Table 5.3 shows the system parameters comparison for above discussed MIMO
schemes where P1 denotes proposal one and P2 denotes proposal two.

Parameters PSM-MIMO ZF-MIMO SMP-MIMO

x NR x 1 NR x 1 N
′
T x 1

Spectral log2(NRM) NRlog2(M) P1 - log2(N
′
T M)

Efficiency P2 - N
′
Tlog2(M)

s βPx βPx βPAx
β

√
NR

trace(HHH)−1

√
1

trace(HHH)−1

√
1

trace(AH(HHH)−1)HA
y βx + n βx + n βAx + n

Table 5.3: System Parameters Comparison For aforementioned Schemes.

Table 5.4 shows the spectral efficiency comparison for the aforementioned Schemes

M PSM-MIMO SMP-MIMO (P1) ZF-MIMO SMP-MIMO (P2)

2 3 bpcu 4 bpcu 4 bpcu 8 bpcu
4 4 bpcu 5 bpcu 8 bpcu 16 bpcu
8 5 bpcu 6 bpcu 12 bpcu 24 bpcu

16 6 bpcu 7 bpcu 16 bpcu 32 bpcu
32 7 bpcu 8 bpcu 20 bpcu 40 bpcu
64 8 bpcu 9 bpcu 24 bpcu 48 bpcu

128 9 bpcu 10 bpcu 28 bpcu 56 bpcu
256 10 bpcu 11 bpcu 32 bpcu 64 bpcu

Table 5.4: Spectral Efficiency Comparison For aforementioned Schemes with
(NT = 4, NR = 4, N

′
T = 8).

Simulation Results:

For simulation, we have considered BPSK transmission with NT = 4 and NR = 4.
We have shown the simulated results for SER and BER performance of SMP-
MIMO system. We have also shown the BER performance comparison between
the ZF-precoded MIMO and SMP-MIMO system. Also, the theoretical and sim-
ulation result for the SER of SMP-MIMO is shown and the result matches for a
given A matrix. We performed 100000 Monte Carlo simulations to obtain the fol-
lowing results.

Figure 5.9 shows the BER performance for proposal two (SMP-MIMO) with
different A matrices. The red line shows the SER performance with A matrix
having all elements as one. As we can see, the BER performance for this is A
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Figure 5.9: SMP-MIMO (proposal two) BER performance for different A matrices.

Figure 5.10: SMP-MIMO (proposal two) theoretical SER vs simulated SER perfor-
mance.
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Figure 5.11: Spectral efficiency comparison of SMP-MIMO (proposal two) system
with MIMO system.

matrix is very poor. The blue line shows the BER performance with A matrix
having randomly chosen elements. We can clearly see the improvement in the
BER performance for the randomly chosen A matrix. To further improve the BER
performance for the SMP-MIMO system, we carefully designed a sparse matrix.
The designed sparse matrix is shown in eq.(5.29) and the red line on shows the
BER performance for the designed sparse A matrix. We can clearly see that using
a carefully designed sparse A matrix further improves the BER performance of
the SMP-MIMO system.

Figure 5.10 shows the SER performance of analytical and simulated results for
SMP-MIMO. The result shown is for a (NT = 4 and NR = 4) SMP-MIMO system
with A matrix of dimension 4x6 as shown in eq.(5.29). In Figure 5.9, the solid
line represents the simulated result and the dotted line represents the theoretical
result. The solid red line and black dotted line with circles represent a (NT = 4
and NR = 4) SMP-MIMO system with sparse A matrix of 4x6 dimension. We can
clearly see that the simulated result almost matches the theoretical results which
supports our analysis. Also, the solid blue line and black dotted line with square
box show the result for the (NT = 5 and NR = 4) SMP-MIMO system. Here, we
can clearly see the SER performance improvement with an increase in the number
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Figure 5.12: BER comparison between SMP-MIMO (proposal two) system with
ZF-MIMO system.

of transmit antenna because of the diversity gain.
Figure 5.11 shows the comparison of the spectral efficiency for the proposed

SMP-MIMO system with the existing ZF-precoded MIMO system with NT = 4,
NR = 4 and N

′
T = 8. The spectral efficiency for SMP-MIMO is N

′
T log2(M) bpcu

and for ZF-precoded MIMO is NR log2(M) bpcu. The orange line shows the spec-
tral efficiency curve for the SMP-MIMO system and the blue line shows the spec-
tral efficiency curve for the ZF-precoded MIMO system. From Figure 5.10, we
can clearly see the massive increase in spectral efficiency with the proposed SMP-
MIMO system.

Figure 5.12 shows the BER performance comparison between the proposed
SMP-MIMO system and the ZF-precoded MIMO system. The red curve shows the
BER performance for the SMP-MIMO system with system parameters (NT = 4,
NR = 4, M = 2) with sparse A matrix of 4x8 dimension which offers spectral
efficiency of 8 bpcu. The blue curve shows the BER performance for the SMP-
MIMO system with system parameters (NT = 4, NR = 4, M = 2) with sparse A
matrix of 4x6 dimension which offers spectral efficiency of 6 bpcu. The magenta
curve shows the BER performance for A matrix where A is an Identity matrix of
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4x4 dimension, offering spectral efficiency of 4 bpcu. The black curve shows the
BER performance for a ZF-precoded MIMO system which also offers the spec-
tral efficiency of 4 bpcu. The magenta curve perfectly overlaps the black curve
which is a special case of the SMP-MIMO system. In this special case, if you
choose A to be an identity matrix then the SMP-MIMO system will behave as
a ZF-precoded MIMO system. The proposed SMP-MIMO system increases the
spectral efficiency by a factor of 2 compared to ZF-precoded MIMO without any
increase in the number of transmit or receive antenna but at the cost of slightly
degraded BER performance. We know that we can further improve the BER per-
formance of SMP-MIMO by increasing the diversity gain.
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5.3 Computational Complexity Improvement For

Proposal Two

Proposal Two proposed a novel technique of SMP-MIMO. The decoder used at the
receiver in SMP-MIMO system is ML decoder. ML decoder is an optimal decoder
as it compares all the possible transmitted signals with the received signal, which
is basically a brute-force algorithm to estimate the transmitted signal. Now, be-
cause of this it has very intense computational complexity which is harder to im-
plement in a real world system. Since we are using sparse matrix as precoder. We
can counteract the resulting computational complexity of the SMP-MIMO system
by applying a compressive sensing algorithm or a belief propagation algorithm
that leverages the sparseness of the stage one precoding matrix.

The idea is to use a LDPC matrix as the stage one sparse matrix precoder.
LDPC matrices are sparse matrices containing only a few number of 1’s in com-
parison to the number of 0’s in the matrix. There are two types of LDPC matrix.

• Regular Matrix: When the parity check matrix is low density and number
of 1’s in each column of the parity check matrix are constant and similarly
number of 1’s in each row are also constant then the given parity check ma-
trix is called as Regular LDPC matrix.

• Irregular Matrix: When the parity check matrix is low density but the num-
ber of 1’s in each row or column of the parity check matrix are not constant,
then the given parity check matrix is called an Irregular LDPC matrix.

There are two different ways to represent LDPC matrices.

Matrix Representation

As the name suggests, we see the matrix form of LDPC. The matrix shown below
is an example of a parity check matrix.

ALDPC =


0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0

 (5.41)

The above parity check matrix is not exactly Low-Density. For a matrix to be
low-density, certain conditions are to be satisfied. Let’s say there is a matrix of
dimension r x c. Here, r denotes the number of rows and c denotes the number of
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columns in the matrix. pr denotes the number of 1’s in each row and pc denotes
number of 1’s in each column. The two conditions which are needed to satisfy to
be low-density are given below:

• Number of 1’s in each row must be much smaller than the number of rows
in the matrix i.e. pr << r.

• Number of 1’s in each column must be much smaller than the number of
columns in the matrix i.e. pc << c.

Let’s see another slightly bigger matrix than the above example.

ALDPC =



1 0 0 0 0 1 0 1 0 1 0 0
1 0 0 1 1 0 0 0 0 0 1 0
0 1 0 0 1 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0 0 0 1 1
0 0 1 0 0 0 1 1 0 0 0 1
0 1 0 0 1 0 0 0 1 0 1 0
1 0 0 1 0 0 1 0 0 1 0 0
0 1 0 0 0 1 0 1 0 1 0 0
0 0 1 1 0 0 0 0 1 0 0 1


(5.42)

The matrix shown above is a 9 x 12 parity check matrix. Here we can see that
number of 1’s in each row are four (pr = 4) and number of 1’s in each column are
three (pc = 3) which are comparatively smaller than the number of rows (r = 9)
and number of column (c = 12) in the matrix. Hence, this matrix can be called as
an LDPC matrix. There are bigger standard LDPC matrices as well. For example,
there is an LDPC matrix of dimension 2592 x 5184 where number of 1’s in each
row are six pr = 6 and number of 1’s in each column are three pc = 3.

Graphical Representation

The graphical representation of the LDPC matrix is known as Tanner Graph. Tan-
ner graphs are bipartite graphs. Tanner graph is separated into two separate sets.
Edges are only connecting nodes between the two different sets. The two types of
nodes in a Tanner graph are

• Check Nodes

• Variable Nodes
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Figure 5.13: Graphical representation of 4x8 parity matrix.

The degree of a node is the number of edges connected to that node. The degree
of the check node is denoted by dc and the degree of the variable node is denoted
by dv. When we perform decoding, beliefs are exchanged between the check node
and variable node through the edges. The example of tanner graph representation
for a 4x 8 LDPC matrix is shown in Figure 5.13. Here, the value of dc = 4 and
dv = 2.

In the SMP-MIMO system, when we use an LDPC as a sparse matrix precoder.
We also get the improvement over BER compared to the designed A matrix. Our
received vector y = βSMPAx + n which is shown below:

y = β


0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0





x1

x2

x3

x4

x5

x6

x7

x8


+


n1

n2

n3

n4

 = β


x2 + x4 + x5 + x8 + n1

x1 + x2 + x3 + x6 + n2

x3 + x6 + x7 + x8 + n3

x1 + x4 + x5 + x7 + n4



To decode this received vector y, before we used ML decoder but now we are
proposing a new decoder based on belief propagation which reduces the com-
plexity for the receiver. To further improve the BER performance we use power
domain multiplier whose job is to perform one to one mapping between all pos-
sible transmit vector.
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Figure 5.14: Step 1: Update from Variable Node to Check Node.

Belief Propagation based on Independent Probability Evaluation (BP-IPE):

Our goal is to find the information-bearing vector x given the received y vec-
tor. Our proposal is to equate the received y vector to the check nodes and the
information-bearing vector x to the variable nodes of the tanner graph of A ma-
trix. Variable nodes and check nodes exchange their respective beliefs in regard to
the variable nodes { xm} given the received check nodes { yl}. Exchange between
the check nodes and variable nodes takes place through the edges of tanner graph
of A matrix.

In the first stage, a variable node uses the beliefs received from the other con-
nected check nodes to convey a belief about its value to a check node [26]. The
second phase involves a check node sending a belief to a variable node based on
the measured value of the check node and the beliefs it has received from the other
nodes. These first two steps are repeated.

Derivation Through Example: Let us take an example with dc = 3, dv = 3
and y = r. Let qm→l and pl→m both denote the probability p(xm = 1). In first
step, qm→l is sent by variable node m to check node l. In second step, pl→m is sent
by check node l to variable node m. The first stage is initiated by each variable
node delivering the same message qm→l = p to each of its associated check nodes
where p is already known at the receiver. In the forthcoming iterations, under the
assumption that the messages delivered by the different check nodes to a variable
node are statistically independent. In Figure 5.14, we can see step 1 which shows
varibale node to check node update. Here, the belief sent from variable node 5 to
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Figure 5.15: Step 2: Update from Check Node to variable Node.

check node 3 is

q5→3 = p0→5p4→5 (5.43)

So, qm→l is simply the product of the beliefs received from the other connecting
check nodes. Our key task is to come up with a fresh approach for step two. In
Figure 5.15, we can see step 2 which shows check node to varibale node update.
Let us understand this with an example. Let’s take check node l = 3 with a
measured value r3 = 2. Three variable nodes connected to this check node are
m = 2, 5, 7. The variable nodes m = 5 and m = 7 are taken as independent
random variables (RVs) in the proposed BP-IPE approach. There are three events
possible for r3 = 2 in step two. All three possible events are shown in table 5.5

Event x5 x7 x2 r3
A 0 1 1 2
B 1 0 1 2
C 1 1 0 2

Table 5.5: Three possible events when r3 = 2.

but Since r3 = 2, the variable node 2 takes the value of 1 in one of the possible two
events:

• Event A: When variable node 5 is 0 and variable node 7 is 1. The probability
for event A is equals to (1 − q5→3)q7→3
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• Event B: When variable node 5 is 1 and variable node 7 is 0. The probability
for event B is equals to q5→3(1 − q7→3)

The event A and B in which variable node 2 equals one is a union of these two
mutually-exclusive events. Thus, the required probability is

p3→2 = α(1 − q5→3)q7→3 + q5→3(1 − q7→3) (5.44)

In the above equation, α is a normalizing constant such that pl→m+p
′
l→m = 1

Simulation Results:

Figure 5.16: BER improvement for SMP-MIMO (proposal two) system with 4x8
LDPC matrix using power domain multiplier.

For simulation, we have considered BPSK and 4-QAM transmission with NT =

4 and NR = 4. We shown further improvement in the BER performance of SMP-
MIMO system by using a standard LDPC matrix as A matrix. We have shown the
simulated results for BER performance with reduced complexity at the receiver of
the SMP-MIMO system using the BP-IPE algorithm. We performed 10000 Monte
Carlo simulations to obtain the following results.

Figure 5.16 shows the BER performance improvement for the SMP-MIMO sys-
tem. The black curve shows the BER performance of the SMP-MIMO system with
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Figure 5.17: BER Performance of SMP-MIMO (proposal two) using 4x8 LDPC
matrix with power domain multiplier with NT = 4, 6, 8.

4x8 LDPC matrix using power domain multiplier shown in eq.(5.39). The red
curve shows the BER performance for the earlier designed 4x8 matrix. We can
clearly see that when we use a standard LDPC matrix with power domain mul-
tiplier for the A matrix the BER performance improves compared to the earlier
designed A matrix.

Figure 5.17 shows the BER performance with different system parameters. We
fixed the number of receive antenna, the APM constellation size and A matrix
used is standard LDPC matrix multiplied with power domain multiplier. We var-
ied the number of transmit antenna. The red curve shows the BER performance of
the SMP-MIMO system with the number of transmit antennas (NT = 4). The blue
curve shows the BER performance of the SMP-MIMO system with the number
of transmit antennas (NT = 6). The black curve shows the BER performance of
the SMP-MIMO system with the number of transmit antennas (NT = 8). We can
clearly see that as we go on increasing the number of transmit antennas keeping
other parameters fixed we see a great improvement in the BER performance be-
cause of the increased value of β. However, the study for the exact improvement
of 8 × 4 over the 6 × 4 and 4 × 4 system is still pending.
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CHAPTER 6

Conclusions

We proposed a novel technique of Sparse Matrix Precoded-MIMO (SMP-MIMO)
system. In proposal one, by virtue of the sparse A matrix, we are logarithmically
increasing the spectral efficiency. The spectral efficiency of proposal one is

SESMP-PSM = log2(N
′
T) + log2(M) (6.1)

where N
′
T » NT and NR. Therefore, increasing the spectral efficiency of proposal

one beyond the existing spectral efficiency of the PSM-MIMO system. We have
used different A matrices for this objective and found out that we are getting the
best result by the carefully designed A matrix. At the receiver, we have performed
ML decoding. We have also shown the simulation results for proposal one. Fur-
ther, we can use a belief propagation algorithm-based receiver to further reduce
the computational complexity of the receiver.

The proposal two increases the spectral efficiency beyond the existing spectral
efficiency of the MIMO system. By virtue of the sparse matrix precoder, we are
able to provide a multiplicative increase in spectral efficiency. The multiplicative
factor providing the increase in the spectral efficiency is N

′
T. Spectral efficiency

for the SMP-MIMO system is

SESMP = N
′
T log2(M) (6.2)

where N
′
T » NT and NR. Therefore, allowing us to increase the spectral efficiency

of the proposed SMP-MIMO system compared to the spectral efficiency of the
MIMO system without any increase in the number of transmit antenna or receive
antenna and no increase in the size of the APM constellation. We have done the
theoretical analysis for the SMP-MIMO system. Our simulation results supports
our analysis for a given A matrix. At the receiver, we have used an ML decoder.
ML detector has very high computational complexity. To reduce the computa-
tional complexity, we have leveraged the sparseness of the A matrix and designed
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a belief propagation algorithm-based receiver which is practical to implement in a
real-world system. We have shown simulated results for the SMP-MIMO system
with an ML receiver. We have also proposed the theory for the belief propagation
algorithm-based receiver.
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CHAPTER 7

Future Work

In Chapter 5, we used ML receiver and proposed theory of a new BP-IPE algorithm-
based receiver. We further need to simulate the belief propagation receiver. We
can also look for other receivers possible for the proposed schemes. In SMP-
MIMO, we can use other compressive sensing techniques at the receiver to im-
prove our results further. For proposal one, we could work on the belief propagation-
based receiver. The proposed work can be extended to massive MIMO systems as
well.
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