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#### Abstract

The trend towards digital processing of analog signals in an increasing number of application fields has stimulated significant research efforts in the area of data converters implemented in CMOS technologies. Designing data converters for a given specification takes an unacceptably large amount of designer's time. The primary objective of the work reported here is to map human (expert) knowledge into the implementation of an Analog to Digital Converter (ADC) design system to speed up the overall ADC design process.

This work presents a Geometric Programming(GP) based design automation of ADCs. This automation gives a design with minimum power dissipation while taking other specifications as constraints. GP is an optimization problem, whose accuracy depends on the accuracy of equations used in it. Since using a square law model for short channel transistors runs into large errors, we have used a new transistor model to increase the accuracy of GP. Among the data converters, the design of Successive Approximation Register (SAR) ADC and Pipelined ADC are presented in this work.

As the first step of designing ADCs, different types of comparator architectures, namely OpAmp based comparator, static latch based and dynamic latch based comparators are designed. Both static latch based and dynamic latch based comparators employ positive feedback. For getting an accurate delay model from a positively fed back latch, we have developed a large signal model.

Capacitor array digital to analog converters (DAC) are an integral part of ADCs. The performance of ADCs depend upon the performance of the DACs employed in it. Different switching schemes are employed to enhance the performance of the DAC. To get a better performance we have developed a novel capacitor array based DAC. In this architecture three unit capacitors replaces the Most Significant Bit(MSB) capacitor of the conventional DACs, which reduces the area, power dissipation and settling time. The novel DAC neither requires an additional reference voltage nor an additional switching circuit. The architecture is verified by drawing a layout and doing post layout simulations.

A GP based automation algorithm for SAR ADC is written in MATLAB. According to the given specifications, the algorithm chooses the sub-blocks and integrates it to get a required SAR ADC. SPICE simulation results of a single ended 12 bit $1 \mathrm{MS} / \mathrm{s}$ SAR ADC in a $0.8 \mu \mathrm{~m}$ CMOS technology employing the proposed automation shows that the ADC consumes 0.8 mW power and thus justifies the proposed methodology.


This work also presents a systematic approach to the design of a multi bit per stage pipelined ADC. An algorithm based on geometric programming using MATLAB tool is developed to design pipelined ADC. The proposed algorithm computes the required design variables in a predefined ADC topology, for a specified process technology.Design variables includes number of stages, number of bits per stages, capacitor sizes in multiplying DAC and transistor sizes and biasing voltages in residue amplifier. Two additional methods, namely capacitor scaling and gain error improvements are adopted to reduce the power further. Using the proposed approach a 14 bit , $30 \mathrm{MS} / \mathrm{s}$ pipelined ADC with 3 V as supply voltage is designed in CADENCE with $0.18 \mu \mathrm{~m}$ technology.

The contributions of this work are:

1. A more accurate large signal delay model is proposed for both static and dynamic latch based comparators.
2. A novel Capacitor Array based DAC is developed which reduces power, area, noise and settling time.
3. Automation algorithms each for SAR ADC and Pipelined ADC are proposed to design the ADC for the given specifications.
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## Chapter 1

## Introduction

### 1.1 Motivation

All the real world signals are analog signals. Processing of real world signals hence require analog to digital interface and similarly digital to analog interface. Data converters form an integral part of these interfaces and hence assume greater significance. As shown in Fig. 1, there exist many different Analog to Digital Converter(ADC) architectures for different applications. For high speed, low resolution A/D conversions, flash and pipeline ADCs are mainly used. The successive approximation ADC provides moderate conversion speed and moderate resolution. The delta-sigma ADC is used for medium or low speed and/or high-resolution A/D conversions. The dual-slope ADC is good for very high-resolution and very low-speed applications. The incremental ADC can be seen as a delta-sigma ADC with periodical reset. It can achieve higher resolution and faster speed than the dual-slope ADC.

### 1.2 Previous work

Much work has been done to optimize both the digital and analog circuits. Automation algorithms used to optimize the circuits can be broadly classified into

- Evolutionary algorithms, generic population based meta heuristic optimization algorithms like Genetic algorithms and genetic programming for ring oscillator, pipelined ADC [2] and VCO design [3], Artificial intelligence [4], Simulated annealing [5] and Particle swarm optimization for two stage amplifier [6],
- Linear constrained optimization like Integer programming for basic analog cell design [7],


Figure 1.1: ADC architectures for different applications [1].

- Stochastic pattern search for designing two stage and cascoded amplifier [8], which incorporates probabilistic elements and
- Nonlinear constrained optimization methods like geometric programming [9,10].

Most of the above mentioned methods except geometric programming use a simulation tool as a part of the optimum loop which consumes a lot of time and can also get stuck in local optima. There is a scarcity of literature for automating mixed signal circuits.
This work uses geometric programming for automating the design of analog to digital converters, mainly for Successive Approximation Register(SAR) ADC and pipelined ADC. We also developed a novel capacitor array based digital to analog converter.

### 1.3 Thesis organization

The thesis is organized as follows. The review of geometric programming optimization and its application to circuit sizing is explained in chapter 2 . The third chapter describes the design procedures of different comparator architectures. Fourth chapter proposes a novel DAC architecture and discusses the simulation results and comparison with the conventional architectures. The geometric programming based design procedure and an example for SAR architecture is presented in the fifth chapter. The sixth chapter analyzes the issues that would arise up during the design of pipelined ADC with capacitor scaling and gain error improvement using GP and proposes ways to solve them. The seventh chapter concludes the thesis.

## Chapter 2

## Geometric Programming

### 2.1 Basic Geometric Programming

Geometric Programming(GP) based circuit optimization has been in use since the 1980s [11-15]. Digital circuit design problems that were formulated as GPs can be found in [12,13]. In recent years, GP has been used for the optimization of analog and mixed-signal circuit problems [14,15]. A geometric program is an optimization problem of the form

$$
\operatorname{minimize} f_{0}(x)
$$

such that $f_{i}(x) \leq 1, i=0,1,2 \ldots m$

$$
\begin{align*}
& g_{i}(x)=1, i=0,1,2 \ldots p  \tag{2.1}\\
& x(i)>0, i=0,1,2 \ldots n
\end{align*}
$$

where $f_{0}(x)$ is the objective function and $f_{i}(x)$ and $g_{i}(x)$ are inequality and equality constraints respectively. In these constraints $f_{0}, \ldots, f_{m}$ are posynomial functions and $g_{1}, \ldots, g_{p}$ are monomial functions. A posynomial function has the form

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{m}\right)=\sum_{k=1}^{t} c_{k} x_{1}^{a_{1 k}} x_{2}^{a_{2 k}} \ldots x_{m}^{a_{m k}} \tag{2.2}
\end{equation*}
$$

where $c_{j} \geq 0$ and $a_{i j}$ are real. When there is only one term in the sum, f is called a monomial function. A geometric program can be converted into a convex optimization problem by changing variables and considering the logs of the function involved. The guaranty of a globally optimal
solution is provided by the convexity property [19].

### 2.2 Solutions for Geometric Programming

The problem as presented in (2.1) is not a convex optimization problem. However, it can be transformed into a convex optimization problem by introducing variables $y_{i}=\log x_{i}$ for all $i=1, \ldots, n$. For any monomials $g$ defined in (2.1),

$$
\begin{equation*}
g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=g\left(y_{1}, y_{2}, \ldots, y_{n}\right)=c e^{y_{1} \alpha_{1}} e^{y_{2} \alpha_{2}} \ldots e^{y_{n} \alpha_{n}}=e^{\tilde{a}^{T} \tilde{y}+b} \tag{2.3}
\end{equation*}
$$

where $\tilde{a}^{T}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$ and $b=\log c$. Similarly, for any posynomial defined in (2.2),

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\sum_{k=1}^{m} c_{k} e^{y_{1} \alpha_{1_{k}}} e^{y_{2} \alpha_{2_{k}}} \ldots e^{y_{n} \alpha_{n_{k}}}=\sum_{k=1}^{m} e^{\tilde{a}_{k}^{T} \tilde{y}+b_{k}} \tag{2.4}
\end{equation*}
$$

where $\tilde{a_{k}}=\left[\alpha_{1_{k}}, \alpha_{2_{k}}, \ldots, \alpha_{n_{k}}\right]$ and $b_{k}=\log c_{k}$ for all $k=1,2, \ldots, m$.
The geometric programming in (2.1) is rewritten as an optimization in the variable $y \ni \Re^{n}$ as

$$
\begin{array}{r}
\operatorname{minimize} \sum_{k=1}^{m} e^{a_{0} \tilde{0}_{k}^{T} \tilde{y}+b_{0_{k}}} \\
\text { such that } \sum_{k=1}^{m} e^{a_{\tilde{i}_{k}}^{T} \tilde{y}+b_{i_{k}}} \leq 1 ; i=1, \ldots, m \\
e^{a_{\tilde{i}_{k}}^{T} \tilde{y}+b_{i_{k}}}=1 ; i=1, \ldots, p \tag{2.5}
\end{array}
$$

Taking the logarithms of the objective and constraints functions in (2.5),

$$
\operatorname{minimize} f_{0}(y)=\log \left(\sum_{k=1}^{m} e^{a_{0} \tilde{0}_{k}} \tilde{y}+b_{0_{k}}\right)
$$

such that $f_{i}(y)=\log \left(\sum_{k=1}^{m} e^{a_{\tilde{i}_{k}}{ }^{T} \tilde{y}+b_{i_{k}}} \leq 1\right) ; i=1, \ldots, m$

$$
\begin{equation*}
h_{i}(y)={\tilde{a_{i}}}^{T} \tilde{y}+b_{i_{k}}=1 ; i=1, \ldots, p \tag{2.6}
\end{equation*}
$$

In the above formulation functions $f_{i}$ are convex functions in their argument $y . h_{i}$ is an affine function. Thus, (2.6) is a convex optimization problem.
The formulation as presented in (2.6) is equivalent to the standard geometric programming in (2.1) and can be solved using algorithms developed for general convex optimization problems, such as interior point methods. Details of these methods can be found in [16]. The general idea behind these methods is to start from a feasible solution of the optimization problem, and iteratively update the feasible solution by taking steps in the directions that minimize the objective function. Since the objective function in (2.6) is convex, the interior-point methods are guaranteed to find the global optimal solution within a given degree of accuracy and do so independently of the initial starting point. In addition, these methods can solve large scale problem efficiently. An example to illustrate the above is given in Appendix B.

## Chapter 3

## Comparators

Comparators are basic building blocks in many analog and mixed-signal systems. Design and synthesis of comparator architectures largely remains an analog designers art. In this chapter, we present a systematic methodology for designing and comparing comparator architectures using constrained optimization. The circuits are optimized for power, under constraints on gain, dimensions, and delay. Since most of the objective functions and constraints are either monomials or posynomials, geometric programming is chosen for optimization. Comparison with Cadence UMC 0.18 $\mu m$ results show that this is a fast and efficient method for the optimization of a mixed-signal circuit. By using geometric programming, we are sizing the transistors in three different comparator architectures such as op amp based, static latch based and dynamic latch based comparators. Here sizing can be done for minimum power for the given constraints, like gain, delay, dimension and area. Unlike operational amplifier, which is basically a linear circuit, applying geometric programming in comparator is having its own challenges like forming posynomial equations, making proper approximations, deciding the proper dimensions etc. Another difficulty while designing comparators is the latch part, the latch part should be designed such a way that the current through the latch and sizes of the transistors will lead to a positive feedback. Making these latch constraints as posynomial equations is a more challenging one. Then we are systematically comparing the three comparator architectures for complexity, power, speed and area. Since in this work, the comparison of three architectures is done with the same algorithm and with same specifications and constraints, the comparison is a more justified one, more than that no literature compares different comparators architectures with an automation algorithm.

### 3.1 Opamp based Comparator

This section describes the geometric programming model for an OpAmp-based comparator, the constructions of its objective function, constraints and simulation of optimization results.


Figure 3.1: An OpAmp-based comparator.

The comparator satisfies the requirement that it should result in a logic high voltage if $V_{i n}^{+}>$ $V_{i n}^{-}$, and a logic low otherwise. The limitations of using an OpAmp as a comparator are that its input voltage range is limited by the common mode input range of the OpAmp, and a slow response time, which is limited by the slew rate [17]).

### 3.1.1 GP Model

For improving the accuracy of geometric programming, we are using a slightly variant model based on [18], as shown below,

$$
\begin{array}{rr}
I_{D n}=k_{1} W^{a 1} L^{b 1} V_{o v}^{c 1} & I_{D p}=k_{2} W^{a 2} L^{b 2} V_{o v}^{c 2} \\
V_{o v n}=k_{3} I_{D}^{a 3} W^{b 3} L^{c 3} & V_{o v p}=k_{4} I_{D}^{a 4} W^{b 4} L^{c 4}  \tag{3.1}\\
g_{m n}=k_{5} I_{D}^{a 5} W^{b 5} L^{c 5} & g_{m p}=k_{6} I_{D}^{a 6} W^{b 6} L^{c 6} \\
g_{d s n}=k_{7} I_{D}^{a 7} L^{c 7} & g_{d s p}=k_{8} I_{D}^{a 8} L^{c 8}
\end{array}
$$

Where $a_{1}, b_{1}, c_{1}, \ldots$ etc are the constants estimated by the Least Square Error (LSE) fitting method. GP formulation for open loop comparator is the same as that proposed by M.Henderson et. al [2]. This work uses the same objective functions and constraints with the above mentioned transistor model. The difference in our model is the absence of compensation network.

### 3.1.2 Simulation Results:

We now discuss the simulation results for the optimization of an open loop comparator. Simulations were done in MATLAB, utilizing the ggplab package [21]. The comparator of Fig. 3.1 was optimized for minimum power consumption, under six independent sets of constraints on the voltage gain, and propagation delay. table 3.1 shows the results of the optimizations. The first row of the table shows the optimized value of the power consumption (which was the objective function). The second and third rows show the constraints imposed on gain and delay, during the optimization. The next fifteen rows show the optimized design variables. The next two rows show the values of the gain and delay obtained by the optimization algorithm. And the last four rows give the values of the power consumption, the voltage gain, propagation delay, and estimated area, obtained from circuit simulations for the optimized design variables.
In the first two columns, the gain was kept constant and the Delay was decreased. This resulted in the (W/L) ratio of $M_{1}, M_{3}, M_{5}, M_{6}, M_{7}$ and $M_{8}$ increasing, because for a lower delay, the current drive required will be higher, and thus higher (W/L) ratios are necessary. The increase in overdrive voltages and bias current can also be explained by the same reason. The higher current drive is also reflected in the power consumption being higher in the second column.

In the first and third columns, the delay was kept constant and the gain was varied. When the gain is increased, the channel length of $M_{1}, M_{2}, M_{3}, M_{4}, M_{5}$ and $M_{7}$ increased. For maintaining the delay constant the width of $M_{1}, M_{2}, M_{3}, M_{4}, M_{5}$ and $M_{7}$ also increased. The PMOS overdrive

| Objective Function |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Power $(\mu W)$ | 7 | 9 | 7 | 15 | 146 | 243 |
| Constraints |  |  |  |  |  |  |
| Gain $(d B)$ | 70 | 70 | 84 | 75 | 60 | 54 |
| Delay $(n s)$ | 50 | 25 | 50 | 15 | 10 | 5 |


| Design Variables |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W1=W2 ( $\mu \mathrm{m}$ ) | 1.62 | 1.89 | 1.62 | 2.07 | 2.97 | 2.70 |
| W3=W4 ( $\mu \mathrm{m}$ ) | 0.99 | 1.26 | 0.99 | 1.46 | 4.41 | 3.96 |
| W5 ( $\mu \mathrm{m}$ ) | 1.17 | 0.99 | 1.17 | 0.99 | 0.99 | 0.99 |
| W6 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W7 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 1.35 | 0.99 |
| W8 ( $\mu \mathrm{m}$ ) | 2.25 | 1.08 | 2.25 | 0.99 | 0.99 | 0.99 |
| L1=L2 ( $\mu \mathrm{m}$ ) | 3.15 | 2.79 | 3.24 | 2.79 | 3.42 | 2.70 |
| L3=L4 ( $\mu \mathrm{m}$ ) | 5.04 | 4.05 | 5.04 | 3.60 | 3.87 | 3.60 |
| L5 ( $\mu \mathrm{m}$ ) | 0.99 | 0.63 | 0.99 | 0.63 | 0.45 | 0.45 |
| L6 ( $\mu \mathrm{m}$ ) | 2.79 | 1.26 | 2.79 | 0.81 | 0.27 | 0.18 |
| L7 ( $\mu \mathrm{m}$ ) | 0.99 | 0.63 | 0.99 | 0.63 | 0.45 | 0.45 |
| L8 ( $\mu \mathrm{m}$ ) | 0.99 | 0.63 | 0.99 | 0.63 | 0.45 | 0.45 |
| Vodn (V) | 0.10 | 0.10 | 0.10 | 0.11 | 0.18 | 0.23 |
| Vodp (V) | 0.11 | 0.14 | 0.11 | 0.15 | 0.48 | 0.69 |
| $\operatorname{Ibias}(\mu A)$ ) | 1.00 | 1.00 | 1.00 | 1.33 | 13.35 | 26.70 |
| Matlab Results |  |  |  |  |  |  |
| Gain ( $d B$ ) | 86 | 81 | 85 | 77 | 62 | 56 |
| Delay ( $n s$ ) | 50 | 25 | 50 | 15 | 10 | 5 |


| Cadence Simulation Results |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Power $(\mu W)$ | 6 | 9 | 6 | 12 | 135 | 212 |
| Gain $(d B)$ | 84 | 79 | 83 | 76 | 62 | 58 |
| Delay $(n s)$ | 62 | 28 | 59 | 17 | 12 | 7 |
| Area $\left(\mu s^{2}\right)$ | 17 | 13 | 18 | 14 | 29 | 25 |

Table 3.1: Open Loop Comparator Simulation Results
voltage changed to obtain minimum possible power consumption. Increasing the gain does not directly cause any changes in current (unless otherwise it is violating dimension constraints;), hence there is not much change in current and thus in power. In this comparison we note an interesting point that 84 dB is the maximum possible gain for a 50 ns delay. Increasing the gain further cause the optimization routine to not provide a converged solution. This is because the channel lengths of all transistors were limited to $5 \mu \mathrm{~m}$ by dimension constraints.
In the next three columns, we further decrease the delay. Reduction in delay increases the (W/L) of transistors, the overdrive voltages and the bias current, thus in turn increasing the power. In last two columns, we can see that the increase in power is exponential with reduction in the delay. This is because reduction in delay reduces the sizes of the transistors, but for maintaining the gain constant, the delay cannot be reduced below a point, because the bias current must be increased to reduce the output resistance. Increase in total current due to reduction in length and increase in biasing current increases the power exponentially.
The last four rows of table 3.1 are CADENCE-Spectre simulations, done on $0.18 \mu \mathrm{~m}$ technology MOSFETs with UMC model parameters, with the geometry parameters and bias voltages obtained from the optimization algorithm. Thus the Cadence results are primarily useful in determining whether the MOSFET transistor model used in the GP-optimization was reasonably accurate or not, compared to the more accurate BSIM3v3 model utilized in Cadence. Comparison of the Cadence results with the Matlab results in table I indicates that the transistor model used is very reasonable.

### 3.2 Static Comparator

A static comparator, shown in fig. 3.2, can be divided into two stages: The input stage and the decision stage. The input stage converts the input voltages to currents, which are then used to drive the decision stage. The decision stage is a cross coupled latch circuit which has two stable states; the positive feedback of the cross-coupling yields high speed switching [22].

### 3.2.1 GP Model

The problem is formulated separately for preamplifier and decision stage, because doing it a whole is quite complicated and it is not necessary to do so.


Figure 3.2: Schematic diagram of Static comparator.

## Preamplifier

Preamplifier is a differential amplifier with diode connected loads. Transistors $M_{1}, M_{2}, M_{31}, M_{41}$ and $M_{9}$ constitute preamplifier in Fig 3.2.
Objective function:

The function to be minimized is power dissipation. The power taken by the preamplifier is given by

$$
\begin{equation*}
P=V_{d}\left(I_{1}+I_{2}\right) \tag{3.2}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ are the currents in $M_{1}$ and $M_{2}$, respectively. P is a posynomial function of the design parameters, and hence we can use it as the objective to be optimized.

## Constraints:

Dimension, symmetry, biasing, open loop gain and slew rate are considered as the constraints. These constraints define the design space for the optimum objective function. The mathematical models for the above mentioned constraints are derived in this section.

## Dimension Constraints:

The following five equality constraints would satisfy the symmetry and matching conditions.

$$
\begin{equation*}
W_{1}=W_{2}, W_{3}=W_{4}, L_{1}=L_{2}, L_{3}=L_{4} \tag{3.3}
\end{equation*}
$$

The current mirror transistors $M_{9}$ and $M_{10}$ must have the same length

$$
\begin{equation*}
L_{9}=L_{10} \tag{3.4}
\end{equation*}
$$

The five equality constraints in (3.3) and(3.4) have monomial expressions on the left and right hand sides, hence are readily handled by geometric programming.

## Bias Constraints:

To make the transistors $M_{1}, M_{2}, M_{31}$ and $M_{41}$ remain in saturation region, for all possible values of the input common-mode voltage and the output signal swing, bias constraints are applied. The satisfaction of symmetric and matching conditions are assumed to derive bias constraints.
Transistors $M_{31}$ and $M_{41}$ are always in saturation region. For the transistors $M_{1}$ and $M_{2}$ to be ib saturation region,the condition to be satisfied is

$$
\begin{equation*}
k_{3} I_{1}^{a 3} W_{3}^{b 3} L_{3}^{c 3} \leq V_{c m, \min }-V_{S S}-V_{t p}-V_{t n} \tag{3.5}
\end{equation*}
$$

Gain and Delay constraints:
Open loop gain: Open loop gain for preamplifier can be derived as [22]

$$
\begin{equation*}
A_{v}=\frac{g_{m 1}}{g_{m 3}} \tag{3.6}
\end{equation*}
$$

can easily fit in a monomial model as

$$
\begin{equation*}
\frac{k_{5} W_{1}^{a 5} L_{1}^{b 5} I_{1}^{c 5}}{k_{6} W_{3}^{a 6} L_{3}^{b 6} I_{3}^{c 6}} \leq A_{v} \tag{3.7}
\end{equation*}
$$

Delay: Delay can be derived as [39]

$$
\begin{equation*}
t_{p d}=0.693 C_{L}\left(\frac{1}{g_{m 3}}\left\|r_{o 3}\right\| r_{o 1}\right) \tag{3.8}
\end{equation*}
$$

where $C_{L}=\left(C_{d p 1}+C_{d n 1}\right)+\left(C_{g p 3}+C_{g n 3}\right)+C_{W}$ is a posynomial. Delay expression is a perfect gp constraint.

## Decision Stage

A pair of PMOS transistors and a cross coupled latch, work as decision stage. Latch speeds up the decision operation, by employing positive feedback.

## Objective Function:

The objective function is power and can be derived as power:

$$
\begin{equation*}
\text { Power }=V_{d d}\left(I_{d 3}+I_{d 4}\right) \tag{3.9}
\end{equation*}
$$

## Constraints:

Here, dimension, open loop gain and propagation delay are considered as constraints.
Dimension constraints:
The sizes of $M_{3}$ and $M_{4}$ should be proportional to $M_{31}$ and $M_{41}$ of preamplifier. The ratio will be according to the current requirement of decision stage.

$$
\begin{equation*}
\frac{W_{3}}{L_{3}}=k \frac{W_{31}}{L_{31}} \frac{W_{4}}{L_{4}}=k \frac{W_{41}}{L_{41}} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{W_{4}}{L_{4}}=k \frac{W_{41}}{L_{41}} \tag{3.11}
\end{equation*}
$$

Where $\mathrm{k}=\frac{I_{d 31}}{I_{d 3}}$.
The sizes of latch transistors are as follows:

$$
\begin{align*}
& \frac{W_{5}}{L_{5}}=\frac{W_{8}}{L_{8}}  \tag{3.12}\\
& \frac{W_{6}}{L_{6}}=\frac{W_{7}}{L_{7}}  \tag{3.13}\\
& \frac{W_{6}}{L_{6}} \leq \frac{W_{5}}{L_{5}} \tag{3.14}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{W_{7}}{L_{7}} \leq \frac{W_{8}}{L_{8}} \tag{3.15}
\end{equation*}
$$

Constraints (3.10), (3.11), (3.12) and (3.13) are equality constraints and monomials. Constraints (3.14) and (3.15) are posynomials. The constraints (3.14) and (3.15) are necessary to avoid infinite delay in latch because of large negative resistance.
Gain and Delay constraints:
Open loop gain:

$$
\begin{equation*}
A_{v}=\frac{g_{m 3}}{g_{m 5}-g_{m 6}} \tag{3.16}
\end{equation*}
$$

can try to fit as a posynomial with some modification as

$$
\begin{equation*}
A_{v 1} \leq \frac{g_{m 5}+g_{m 6}}{g_{m 5}-g_{m 6}} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{v 2} \leq \frac{g_{m 3}}{g_{m 5}+g_{m 6}} \tag{3.18}
\end{equation*}
$$

but still these are not perfect gp constraints (a perfect gp constraint should not have a posynomial in RHS, and it should not have a minus sign). Hence we make following approximations

$$
\begin{equation*}
A_{v 2}\left(g_{m 5}+g_{m 6}\right) \leq g_{m 3} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A_{v 1}-1\right) g_{m 5}=\left(A_{v 1}+1\right) g_{m 6} \tag{3.20}
\end{equation*}
$$

So constraint (3.16) is converted into two constraints (3.19) and (3.20). The total gain is the product of eqns 3.19 and 3.20, i.e., $A_{v}=A_{v 1} * A_{v 2}$. To get higher gain, either $A_{v 1}$ or $A_{v 2}$ or both has to be increased. According to equation 3.19 increasing $A_{v 2}$ increases the size of $M_{3}$ which results in increase in area and power. The other option to increase the gain is to increase $A_{v 1}$. Since $A_{v 1}$ contains the positive feedback, it is easier to increase the gain, but positive feedback leads to exponential current to flow through the latch which may make the design unpredictable. In normal practice $M_{5}$ and $M_{6}$ are considered to be of the same size. Since GP is a equation based modeling, assuming $M_{5}$ and $M_{6}$ to be of the same size leads to infinite gain which would halt the optimization loop. Equation 3.20 provides a small difference between $g_{m 5}$ and $g_{m 6}$ and provides for the required gain.
To escape from the exponential behavior of positive feedback, a small design space is created (by choosing the upper and lower limits of W's and L's for the transistors which constitutes the latch). Within the design space the behavior of $g_{m 6}$ and $g_{m 5}$ w.r.t W's and L's are predicted with a sample set. With that information the gain is calculated.
Propagation delay :
Since the transconductance of latch transistors changes with the current, sizing the transistors for
the delay with small signal model will be inaccurate. Hence We use large signal analysis, with a predefined current model as the input to the latch. The current input of the latch has an exponential nature. Giving an exponential input to the latch makes it more unstable and difficult to realize. So we are approximating the current input of the latch as a linear ramp expression.
The resultant equations are a form of Non-linear coupled differential equations. We are applying a new decomposition method known as Adomian Decomposition Method (ADM) to solve these equations [23, 24, 25, 26]. The resultant output equations for the latch are give as

$$
\begin{align*}
v_{o}^{+}(t) & =\frac{C_{2}}{C_{L}} \frac{t^{2}}{2}-\frac{\beta_{1}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t^{5}}{120}-\frac{\beta_{2}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t_{1} t^{3}}{12}  \tag{3.21}\\
& -\frac{\beta_{2}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t^{5}}{30}+\frac{4 \beta_{2}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t_{1} t^{4}}{20}-\frac{\beta_{2}}{C_{L}} \frac{V_{\text {sat }}^{2} t}{2} \\
& -\frac{1}{3} \frac{\beta_{2}}{C_{L}} \frac{C_{2} t_{1} V_{\text {sat }} t^{2}}{C_{L}}+v_{\text {th }}
\end{align*}
$$

and

$$
\begin{align*}
v_{o}^{-}(t) & =\frac{C_{2} t_{1} t^{1}}{C_{L}}-\frac{C_{2}}{C_{L}} \frac{t^{2}}{2}+V_{\text {sat }}-\frac{\beta_{2}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t^{5}}{120}  \tag{3.22}\\
& -\frac{\beta_{1}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t_{1} t^{3}}{12}-\frac{\beta_{1}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t^{5}}{30}+\frac{4 \beta_{1}}{C_{L}} \frac{C_{2}^{2}}{C_{L}^{2}} \frac{t_{1} t^{4}}{20} \\
& -\frac{\beta_{1}}{C_{L}} \frac{V_{s a t}^{2} t}{2}-\frac{1}{3} \frac{\beta_{1}}{C_{L}} \frac{C_{2} t_{1} V_{\text {sat }} t^{2}}{C_{L}}+v_{t h}
\end{align*}
$$

Where $C_{2}$ is the slope of the ramp signal, $C_{L}$ is the load capacitance, $t_{1}$ is the time in which the ramp is attaining its maximum value, $V_{s a t}$ is the saturation voltage and $v_{t h}$ is the threshold voltage. More details regarding Adomian Polynomial based decomposition method is added in Appendix C.

Due to the constraints in posynomial formation, we cannot directly use eq. (3.21) and (3.22) in a GP model. Approximations are done and some of the terms are eliminated due to its insignificance and the resultant equation for delay is given in eq. (3.23).

$$
\begin{equation*}
t=\frac{C_{L}}{a_{1}} \ln \left(\frac{a_{1}^{2} \cdot \Delta v_{0}+a_{1} I_{\text {slope }}+2 I_{\text {slope }} C_{L}}{a_{1}^{2} \cdot \Delta v_{\text {in }}+a_{1} I_{\text {slope }}+2 I_{\text {slope }} C_{L}}\right) \tag{3.23}
\end{equation*}
$$

where $a_{1}=\left(\mu n C_{o x} W_{5}-\mu n C_{o x} W_{6}\right), I_{\text {slope }}$ is the slope of the input ramp current and $C_{L}$ is the load capacitance which includes Drain diffusion capacitance of $M_{3}, M_{5}$ and $M_{6}$ and the input capacitances of output stage. The value of $a_{1}$ will be negative to impose positive feedback. The comparison between the proposed delay model and the CADENCE UMC $0.18 \mu \mathrm{~m}$ simulation is shown in fig 3.3. It can be seen that the proposed delay model more or less follows the cadence


Figure 3.3: comparison between the proposed delay model and CADENCE simulation.
simulation result.

### 3.2.2 Simulation Results

Given below are the simulation results of a Static latch based comparator using geometric programming. The simulations were done in MATLAB, utilizing the ggplab package. table 3.2 shows the comparison of the objective function with six sets of constraints, for a static latched comparator. The first row of the table shows the optimized value of the objective function (namely, the dc power consumption). The second and third rows show the constraints (voltage gain and delay) imposed during the optimization. The rest of the rows show the optimized values for all the variables, Matlab results and Cadence simulation results. In the first two columns the gain was kept constant and the delay was decreased. When the delay is decreased, the (W/L) ratios of $M_{3}, M_{4}, M_{31}$ and $M_{41}$ get adjusted such that the current through the latch is high.
As the current through the latch is directly proportional to the (W/L) ratio of $M_{3}$ and inversely proportional to the ( $\mathrm{W} / \mathrm{L}$ ) ratio of $M_{31}$, reducing the delay results in increase in the (W/L) ratio of $M_{3}$ and decrease in the ( $\mathrm{W} / \mathrm{L}$ ) ratio of $M_{31}$. The other way to decrease the delay is to enhance the positive feedback by adjusting the value of $a_{1}$ in (3.39). GP uses both the above mentioned ways to keep the power optimum. To keep the gain constant the length of $M_{5}$ and $M_{7}$ get adjusted slightly. Further reduction in delay increases the bias current, thereby reducing the length of $M_{5}$, $M_{6}, M_{7}$ and $M_{8}$. The same argument holds good for the fourth and sixth columns. In the first and

| Objective Function |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Power ( $\mu W$ ) | 5 | 7 | 5 | 18 | 35 | 35 |
| Constraints |  |  |  |  |  |  |
| Gain ( $d B$ ) | 70 | 70 | 84 | 60 | 54 | 60 |
| Delay ( $n s$ ) | 50 | 25 | 50 | 10 | 5 | 5 |
| Design Variables |  |  |  |  |  |  |
| W1=W2 ( $\mu \mathrm{m}$ ) | 1.17 | 1.17 | 1.17 | 1.17 | 1.17 | 1.17 |
| W31=W41 ( $\mu \mathrm{m}$ ) | 1.71 | 1.35 | 1.71 | 0.99 | 0.99 | 0.99 |
| W3=W4 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W5 =W8 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W6=W7 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W9 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W10 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| L1=L2 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| L31=L41 ( $\mu \mathrm{m}$ ) | 1.44 | 1.71 | 1.44 | 1.80 | 2.43 | 2.43 |
| L3=L4 ( $\mu \mathrm{m}$ ) | 4.23 | 3.78 | 4.23 | 2.70 | 1.80 | 1.80 |
| L5=L8 ( $\mu \mathrm{m}$ ) | 3.51 | 3.60 | 3.51 | 0.81 | 0.54 | 0.54 |
| L6=L7 ( $\mu \mathrm{m}$ ) | 3.69 | 3.69 | 3.78 | 0.90 | 0.63 | 0.72 |
| L9 ( $\mu \mathrm{m}$ ) | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 |
| L10 ( $\mu \mathrm{m}$ ) | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 |
| Vodn (V) | 0.10 | 0.10 | 0.10 | 0.12 | 0.17 | 0.17 |
| Vodp (V) | 0.12 | 0.13 | 0.12 | 0.23 | 0.37 | 0.37 |
| Ibias ( $\mu A$ )) | 1.00 | 1.00 | 1.00 | 2.12 | 3.24 | 3.24 |
| Matlab Results |  |  |  |  |  |  |
| Gain ( $d B$ ) | 80 | 81 | 85 | 64 | 58 | 63 |
| Delay ( $n s$ ) | 50 | 25 | 50 | 10 | 5 | 5 |


| Cadence Simulation Results |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Power $(\mu W)$ | 5 | 7 | 8 | 17 | 32 | 32 |
| Gain $(d B)$ | 79 | 80 | 84 | 62 | 58 | 61 |
| Delay $(n s)$ | 38 | 25 | 41 | 9 | 4 | 4 |
| Area $\left(\mu s^{2}\right)$ | 16 | 15 | 16 | 8 | 7 | 8 |

Table 3.2: Static Latch Comparator Simulation Results
third columns, the delay was kept constant and the gain was increased. It could be seen that all the values are same except the length of transistors $M_{5}$ and $M_{8}$. Though the gain considered for optimization is $A_{v}=\frac{g_{m 3}}{g_{m 5}-g_{m 6}}$, the actual gain is $A_{v}=\frac{g_{m 3}}{g_{m 5}-g_{m 6}+g_{d s 3}+g_{d s 5}+g_{d s 6}}$. Since all the parameters depend on the length of the transistors, a negligible change in length will make a significant difference in gain. The fifth and sixth columns also show a similar trend. Since we are going for an approximation in gain which is significantly large, a post Matlab process is necessary to meet our specifications. So the design variables in table II are not exactly the design variables arrived from optimization tool, but are obtained from post Matlab process.
Since the variation in length of transistor $M_{5}$ is negligible and there are no major variations in other design variables, power and delay remains constant.

### 3.3 Dynamic Comparator

This section describes the dynamic comparator, its GP model and simulation results. The dynamic comparator shown in fig 3.4, has a preamplifier and a dynamic latch.
The basic difference between the static and dynamic comparator is the clock circuitry that the dynamic comparator employs. The clock circuitry prevents excessive power dissipation with slight increase in area.
A preamplifier is used to convert an input voltage to a current, and the current is mirrored to positive feedback latch by a pair of current mirror transistors M31 and M41. The positive latch regenerates its input voltage difference and gives the output as either high or low. The latch circuit operates as follows: In the reset phase $V_{\text {lat }}$ is high and outputs are pre-charged to the gnd. The switch transistors M7 and M8 are off and prevents the current flow into the latch. When Vlat goes low, regeneration phase starts and $M 7$ and $M 8$ are turned on. The differential currents are mirrored to latch. Because of the difference in the current, a voltage difference at the output exists, which makes the positive feedback latch to start regeneration and produce binary output.

### 3.3.1 GP Model

The construction of objective function and constraints are explained in this section.


Figure 3.4: Dynamic comparator

## Preamplifier

The problem formulation for preamplifier is similar to the problem formulation of preamplifier of a static comparator.

## Dynamic Latch

Dynamic latch is nothing but a back to back inverter with a clock signal to avoid continuous current flow.

## Objective Function:

Power dissipation is the objective function considered. Power dissipation includes static power dissipation during regeneration phase and dynamic power dissipation due to clock signals.

$$
\begin{equation*}
\text { power }=V_{d d}^{2} F_{c l k} C_{L}+V_{d d} I_{d 4} \tag{3.24}
\end{equation*}
$$

where $C_{L}$ is the load capacitance which includes output capacitance and parasitic capacitances. $F_{c l k}$ is the clock frequency. $I_{d 4}$ is the current through the transistor $M_{4}$ during regeneration phase, which would be zero during reset phase.

## Constraints:

The major constraints are gain and delay. Dimension, biasing and symmetry are also considered.

## Dimension Constraints:

For proper differential operation transistor $M_{3}$ and $M_{4}$ must be identical. As we are using back to back inverter for latching , transistors $M_{9}$ must be identical to $M_{10}$ and also $M_{12}$ must be identical $M_{13}$. For avoiding clock skew, the transistors $M_{7}, M_{8}, M_{11}$ and $M_{14}$ must be identical. These conditions translates into the following constraints.

$$
\begin{gather*}
W_{4}=W_{5}, L_{4}=L_{5}  \tag{3.25}\\
W_{7}=W_{8}=W_{11}=W_{14}, L_{7}=L_{8}=L_{11}=L_{14}  \tag{3.26}\\
W_{9}=W_{10}, W_{12}=W_{13}, L_{9}=L_{10}, L_{12}=L_{13} \tag{3.27}
\end{gather*}
$$

## Gain and Delay constraints:

DC Gain: DC gain of the latch can be expressed as

$$
\begin{equation*}
A_{v}=\frac{g_{m 4}}{\left(g_{m 12}+g_{g d s 4}\right)-\frac{g_{d s 12}\left(g_{m 9}-g_{d s 12}\right)}{g_{d} s 12+\left(g_{m 9}-g_{d s 12}\right)}} ; \tag{3.28}
\end{equation*}
$$

Propagation delay:
Here we employ the same method as that in static latch comparator. The only difference being that the the input current is assumed to be a step signal. With this assumption and with large signal analysis, we get the following delay equation.

$$
\begin{equation*}
t=\frac{C_{L}}{a_{1}} \ln \left(\frac{a_{1} \Delta v_{0}+2 I_{\max }}{a_{1} \Delta v_{i n}+2 I_{\max }}\right) \tag{3.29}
\end{equation*}
$$

where $a_{1}=\left(\mu n C_{o x} \frac{W_{9}}{L_{9}}-\mu n C_{o x} \frac{W_{12}}{L_{12}}\right), I_{\max }$ is the maximum value of the input current and $C_{L}$ is the load capacitance which includes Drain diffusion capacitance of $M_{9}, M_{11}$ and $M_{12}$. The value of $a_{1}$ will be negative to impose positive feedback.
The comparison between the proposed delay model and the CADENCE UMC $0.18 \mu \mathrm{~m}$ simulation is shown in fig 3.5, which indicates that the proposed delay model matches with the Cadence simulation results.


Figure 3.5: comparison between the proposed delay model and CADENCE simulation.

### 3.3.2 Simulation Results

Given below are the simulation results of the Dynamic latch based comparator using geometric programming. The simulations were done in MATLAB, utilizing the ggplab package, and compared with Cadence $0.18 \mu \mathrm{~m}$ technology.
To have a fair comparison, the constraints are kept similar to that of a static latch based comparator, and the results are also same, but with minimum power.
In the first two columns, the gain was kept constant and the delay was decreased, this adjust the value of $a_{1}$ in (3.29) to get the required delay. Reduction in delay also reduces the channel length of $M_{31}, M_{3}, M_{9}$ and $M_{12}$. As a result the drive current would be higher and the parasitic capacitance would be lower. The fourth and sixth columns also show the same trend.
In the first and third columns the delay was kept constant and the gain was increased. Increasing the gain increases the channel length of $M_{31}$ and $M_{12}$ and decreases the channel length of $M_{3}$ and $M_{9}$. The same argument holds good for fourth and fifth columns.
The power dissipation in dynamic comparator is much lower than the static latch and op amp based comparator, because the dynamic latch circuit does not have static current. The power in dynamic latch circuit is only due to the charging and discharging of the output capacitor.
The last four rows show that our design variables gives closer results while simulating with Cadence $0.18 \mu \mathrm{~m}$ technology.

| Objective Function |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Power ( $\mu W$ ) | 6 | 9 | 8 | 12 | 14 | 17 |
| Constraints |  |  |  |  |  |  |
| Gain ( $d B$ ) | 70 | 70 | 84 | 54 | 60 | 54 |
| Delay ( $n s$ ) | 50 | 25 | 50 | 10 | 10 | 5 |
| Design Variables |  |  |  |  |  |  |
| W1=W2 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W31=W41 ( $\mu \mathrm{m}$ ) | 1.08 | 1.17 | 3.60 | 1.26 | 1.35 | 1.44 |
| W3=W4 ( $\mu \mathrm{m}$ ) | 3.96 | 3.96 | 3.96 | 3.96 | 3.96 | 3.96 |
| W7=W8 ( $\mu \mathrm{m}$ ) | 1.98 | 1.98 | 1.98 | 1.98 | 1.98 | 1.98 |
| $\mathrm{W} 9=\mathrm{W} 10(\mu \mathrm{~m})$ | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| W12=W13 ( $\mu \mathrm{m}$ ) | 0.99 | 1.28 | 1.00 | 0.99 | 1.15 | 0.99 |
| W5 ( $\mu \mathrm{m}$ ) | 1.44 | 1.44 | 2.25 | 1.44 | 1.44 | 1.44 |
| W6 ( $\mu \mathrm{m}$ ) | 2.07 | 1.26 | 2.07 | 0.99 | 0.99 | 0.99 |
| L1=L2 ( $\mu \mathrm{m}$ ) | 5.04 | 5.04 | 2.25 | 5.04 | 5.04 | 5.04 |
| L31=L41 ( $\mu \mathrm{m}$ ) | 3.96 | 1.17 | 5.04 | 4.41 | 4.86 | 4.86 |
| L3=L4 ( $\mu \mathrm{m}$ ) | 1.98 | 1.53 | 1.08 | 1.44 | 1.62 | 1.62 |
| L7=L8 ( $\mu \mathrm{m}$ ) | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| L9 $=\mathrm{L} 10(\mu \mathrm{~m})$ | 1.08 | 0.18 | 0.99 | 0.18 | 0.18 | 0.18 |
| L12=L13 ( $\mu \mathrm{m}$ ) | 0.99 | 0.18 | 2.61 | 0.18 | 0.18 | 0.18 |
| L5 ( $\mu \mathrm{m}$ ) | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 | 0.54 |
| L6 ( $\mu \mathrm{m}$ ) | 3.51 | 3.51 | 2.43 | 3.51 | 3.51 | 3.51 |
| Vodn (V) | 0.10 | 0.13 | 0.10 | 0.17 | 0.18 | 0.19 |
| Vodp (V) | 0.11 | 0.15 | 0.10 | 0.26 | 0.32 | 0.32 |
| $\operatorname{Ibias}(\mu A)$ ) | 1.00 | 1.00 | 1.00 | 1.06 | 1.32 | 1.53 |
| Matlab Results |  |  |  |  |  |  |
| Gain ( $d B$ ) | 74 | 73 | 85 | 56 | 62 | 56 |
| Delay ( $n s$ ) | 50 | 25 | 50 | 10 | 10 | 5 |
| Cadence Simulation Results |  |  |  |  |  |  |
| Power ( $\mu W$ ) | 6 | 10 | 8 | 12 | 15 | 17 |
| Gain ( $d B$ ) | 73 | 72 | 84 | 55 | 61 | 55 |
| Delay ( $n s$ ) | 51 | 27 | 52 | 12 | 12 | 7 |
| Area ( $\mu s^{2}$ ) | 35 | 26 | 40 | 28 | 30 | 31 |

Table 3.3: Dynamic Latch Comparator Simulation Results

| Architecture | Complexity | Power | Speed | Gain | Area |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Op amp based | Low | High | Low | Medium | Medium |
| Static Latch | Medium | Medium | High | High | Low |
| Dynamic Latch | Medium | Low | High | High | High |

Table 3.4: Comparison between the comparator architecture

### 3.4 Comparison of Comparator Architectures

In this section we compare the three architectures for power, speed, area and complexity. Brief results are given in table 3.4.
By complexity we mean, the effort and time required to model the corresponding architecture into a geometric programming model. This includes converting ordinary equations into posynomials and monomials, and the corresponding approximations involved. From the perspective of complexity, we clearly see that the op amp based comparator is the better one. The equations in op amp based comparators can be directly written in a posynomial form without any approximations, which is not the case with static and dynamic comparators. Static and dynamic comparator's gain and delay equations need approximations so that they can be converted in to posynomial form.
The second comparison is based on power. For a given delay, dynamic latch based comparator consumes minimum power. The reasons are positive feedback and absence of continuous current through the latch circuit. Positive feedback provides minimum delay for static latch based comparator and dissipates medium power. For the same delay, op amp based comparator requires more current drive, hence dissipates more power.
Using similar arguments (positive feedback), we conclude that static and dynamic latch based comparators are faster than op amp based comparators.
For a given area, delay and power, the static and dynamic comparators give higher gain compared to op amp based comparators.
Dynamic comparators employ clocking circuitry and therefore occupy a large area. Static and op amp based comparators use low number of transistors, thereby occupy less area. Since the static comparators use minimum sized transistors, it uses up the least area amongst the three. Comparators are the most integral part of any analog to digital converters (ADCs). In many applications that require ultra low power, high speed and ultra high portability, ADCs are extensively used. Naturally comparators which are used in ADCs should fit into these specifications. Nowadays ADCs that require ultra low power with medium size and high speed find immense usage in biomedical applications [27,28]. According to the comparison made earlier, dynamic comparator perfectly fits the bill (refer table 3.4).

The other major area where ADCs are extensively used is sensor networks [28]. Sensor networks require medium power, less area and high speed. Based on the above comparisons static latch comparators are the best choice.
This chapter presented the design and comparison of open loop comparator, static latch based comparator and dynamic latch based comparators using constrained optimization. Since most of the objective functions and constraints are either monomials or posynomials, geometric programming was used for optimization. Geometric programming always gives global optimum values, so that if the given objective functions and constraints are properly defined, we get globally optimum values. The design of a comparator, using this method, is seen to be a very fast, efficient, and accurate optimization technique. Comparison with Cadence UMC $0.18 \mu \mathrm{~m}$ technology simulation results show good agreement. This method thus provides a new technique for the optimization and synthesis of analog and mixed-signal circuits.

## Chapter 4

## A novel Capacitor Array based Digital to Analog Converter

We present a novel capacitor array digital to analog converter(DAC) architecture. This DAC architecture replaces the large MSB (Most Significant Bit) capacitor of the conventional capacitor array DAC with 3 unit capacitors, thus reducing the area, power dissipation and the settling time. The novel DAC does not demand an additional reference voltage, nor an additional switching circuit. The architecture is verified by drawing a layout and doing post layout simulations using a CADENCE UMC180 technology. An 8-bit DAC with this architecture occupies $26 \mu \mathrm{~m}^{2}$ area, consumes 6.34 nW at 3 V and has a settling time of 69 ns , which makes it smaller, faster, and less power consuming than a conventional capacitor array DAC. In UMC 180 nm technology, there are built-in NMOS(nmos3V) and PMOS(pmos3V) devices which can be operated at 3 V . This work employs those devices.
The new architecture is shown in Fig 4.1. A conventional capacitor array DAC uses a total capacitance of $2^{n} C_{0}$ for converting an $n$ bit digital input into its equivalent analog value, where $C_{0}$ is the unit capacitance value. The new architecture uses only $2^{n-1} C_{0}$ for converting an n-bit digital input, and additional $3 C_{0}$ capacitors. Thus the saving in the capacitance is $2^{n-1} C_{0}-3 C_{0}$. For large n , this amounts to a significant saving in chip area. Also, since the settling time of the DAC is proportional to the largest capacitance used, the settling time of the proposed architecture is also reduced. The power consumption of the DAC depends upon the switching schemes used [29]. The switching schemes employed in conventional architectures can be used for this new architecture. Since the power consumption is directly proportional to the total capacitance, power consumption in this architecture is less than the conventional DAC architecture, for any given switching scheme. Moreover, in this architecture, the LSB switches from GND to a value less than VDD, hence the
switching power will be less than the corresponding switching in conventional circuit.
For a higher number of bits, the saving in power, area and settling time are also higher. In a conven-


Figure 4.1: Novel 4-bit capacitor array DAC Architecture.
tional architecture, optimization is done by changing the switching schemes, which require more clock phases and switches and thus increase the area and reduce speed. Since the new architecture uses a conventional switching scheme, there is no sacrifice in either area or speed. If we employ the other switching schemes in this architecture, power consumption can be reduced further.

### 4.1 Working Principle

This section explains the difference between the conventional capacitor array DAC and the novel architecture, and also explains how the $3 C_{0}$ capacitors replace the MSB capacitor. In an n-bit conventional capacitor array DAC, which requires $2^{n} C_{0}$, whenever an input bit is 1 , the corresponding capacitor's bottom plate would be connected to $V_{\text {ref }}$ and all other capacitors would be connected to ground. The difference between an $n$ bit and ( $\mathrm{n}-1$ ) bit DAC in terms of output voltages is that an ( $\mathrm{n}-1$ ) bit DAC generates voltages in the range of $\frac{m V_{r e f}}{2^{n-1}}$ where $\mathrm{m}=0,1,2, \ldots, \mathrm{n}-2$, whereas the n -bit DAC generates voltages in the range of $\frac{m V r e f}{2^{n}}$, where $m=0,1,2 \ldots, n-1$. So the output voltage of an
$(n-1)$ bit DAC is a subset of the output of an $n$ bit DAC. Hence instead of an $n$-bit DAC with the LSB as zero, we could use an ( $\mathrm{n}-1$ ) bit DAC by ignoring the LSB bit. For example, for a 4-bit DAC the output voltages for the input sequence of 0000 to 1111 are $0, \frac{V_{\text {ref }}}{16}, \frac{2 V_{r e f}}{16}, \frac{3 V_{\text {ref }}}{16}, \frac{4 V r e f}{16}, \ldots, \frac{15 V_{r e f}}{16}$. whereas the output voltages for a 3-bit DAC, for the input sequence 000 to 111 are $0, \frac{V r e f}{8}, \frac{2 V r e f}{8}$, $\ldots, \frac{7 V_{\text {ref }}}{16}$. Half the number of output voltages of a 4-bit DAC ( like $\frac{2 V_{\text {ref }}}{16}=\frac{V_{\text {ref }}}{8}$, and $\frac{4 V_{\text {ref }}}{16}=\frac{2 V_{\text {ref }}}{8}$ ) could be generated using a 3-bit DAC.

In such a scheme, when $\mathrm{LSB}=1$, we need extra capacitors to generate the other $\mathrm{n} / 2$ outputs. In a conventional capacitor array DAC the MSB capacitor does this job. In the novel architecture we use 3 unit capacitors to generate those outputs. The working principle of the novel DAC can be explained as follows.
During the sampling phase, the bottom plates of all the capacitors are connected to $V_{i n}$ and the top plates are connected to $V_{m i d}$. The voltage across the capacitors then is

$$
\begin{equation*}
V_{x}=V_{m i d}-V_{i n} \tag{4.1}
\end{equation*}
$$

During this phase, switch $S_{d}$ is ON and $S_{d 1}$ is OFF (see Fig. 4.1). When the LSB bit is high and all other bits are low, switches $S_{d 1}$ and $S_{d}$ are both on and the last two unit capacitors are connected to $V_{1}$. The equivalent circuit is as shown in Fig. 4.2. The corresponding analog output will be


Figure 4.2: Generalized equivalent circuit for any bit pattern.

$$
\begin{align*}
V_{x} & =V_{m i d}-V_{i n}  \tag{4.2}\\
& +\frac{(2 m+l m+l)}{2(m+l+k)+l(m+k))} V_{r e f}
\end{align*}
$$

where $m$ is the sum of capacitances connected to $V_{\text {ref }}$, and is given as

$$
\begin{equation*}
m=2^{n-2} D_{n-1}+2^{n-3} D_{n-2}+\cdots+D_{1} \tag{4.3}
\end{equation*}
$$

k is the sum of capacitances connected to ground:

$$
\begin{equation*}
k=2^{n-2} \bar{D}_{n-1}+2^{n-3} \bar{D}_{n-2}+\cdots+\bar{D}_{1}+\bar{D}_{0} \bar{S}_{d} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
l=D_{0}+D_{0} S_{d} \tag{4.5}
\end{equation*}
$$

where $n$ is the number of bits, $D_{n-1} \ldots D_{0}$ are the digital inputs, $\bar{D}_{n-1} \ldots \bar{D}_{0}$ are their complements, and $S_{d}$ is 1 when the switch $S_{d}$ is closed, and it is zero when the switch is open. By substituting the values of $1, \mathrm{~m}, \mathrm{k}$, equation (4.2) can be reduced to

$$
\begin{equation*}
V_{x}=\left(\frac{2^{n-2} D_{n-1}+2^{n-3} D_{n-2} \ldots D_{1}}{2^{n-1}}+\frac{D_{0}}{2^{n-1}\left(1+D_{0}\right)}\right) V_{r e f} \tag{4.6}
\end{equation*}
$$

Note that switches $S_{d}$ and $S_{d 1}$, are controlled by $D_{0}$. Switch $S_{d}$ provides an extra capacitance, necessary when the $L S B$ is HIGH. Switch $S_{d}$ takes care that the node $V_{1}$ is charged accordingly. For example, if the input bit sequence is 1010 , then $l=0$, and $V_{x}=V_{m i d}-V_{i n}+\frac{m}{m+k} V_{r e f}=$ $V_{\text {mid }}-V_{i n}+\frac{5}{8} V_{r e f}$, which is the output for a conventional 3-bit DAC with input bits as 101. When the input is 1011, the equivalent circuit would be as shown in Fig. 4.3. For which $l=1$ and $V_{x}=V_{m i d}-V_{i n}+\frac{(2 m+l m+l)}{2(m+l+k)+l(m+k))} V_{r e f}=V_{\text {mid }}-V_{i n}+\frac{11}{16} V_{r e f}$.
As the above discussion explains, $V_{x}$ in Fig 4.1 is the analog equivalent voltage of the digital input signal, thus demonstrating that this circuit is, in fact, a digital-to-analog converter.

### 4.2 Simulation results

The circuit was laid out and simulated in a 180 nm technology, with a $V_{D D}$ of 3 V and a unit capacitor of 100 fF . The layout for an 8-bit DAC is shown in Fig 4.3. Post-layout simulation results are shown in Fig 4.4: A monotonically decreasing digital bit sequence was applied, and the analog output plotted as a function of time.

The magnified version of the simulation results with trace markers is shown in Fig 4.6. From the


Figure 4.3: Equivalent circuit for input 1011.
trace markers, it is evident that the step sizes are uniform and their value is $V_{D D} / 2^{8}$.
This 8-bit DAC architecture occupies $26 \mu m^{2}$ area, consumes $6.42 n W$ at 3 V and has a settling time of 69 ns as opposed to $51 \mu \mathrm{~m}^{2}, 11.8 \mathrm{nW}$ and 136 ns with a conventional DAC architecture with single step switching [31].
The simulated differential non-linearity (DNL) and integral non-linearity (INL) versus input codes are shown in Fig 4.7 and Fig 4.8, respectively. It can be seen that both INL and DNL are smaller than 0.68 LSB for the entire range of the input code.

The dynamic characteristics of the proposed DAC is shown in Fig 4.9. For measuring the dynamic characteristics such as Signal to Noise Ratio (SNR), Spurious Free Dynamic Range (SFDR) and Signal to Noise And Distortion (SINAD), an output from an 8-bit ADC is given as the input. SNR and SFDR were simulated with a 240 Hz input sine wave. The corresponding SNR and SFDR were 48.1 dB and 52.3 dB .

### 4.3 Comparison with conventional DAC for different switching schemes

Table 4.1 shows a comparison of the novel architecture with conventional DACs for power, area and settling time, with different switching schemes discussed in [32]. In the table, $a_{s w}$ is the area of switch and $t_{s w}$ is the switching time for a single transition. The first four rows in the table show the conventional architecture with different switching schemes, employed for reducing


Figure 4.4: Layout of novel DAC Architecture.


Figure 4.5: Post Layout Simulation results.


Figure 4.6: Magnified version of simulation results.


Figure 4.7: Simulated INL versus input codes.


Figure 4.8: Simulated DNL versus input codes.


Figure 4.9: Simulated dynamic performance vs. input.

| Switches schemes | Power | Delay | Area |
| :--- | :---: | :---: | :---: |
| 1 step | $n\left(\frac{C_{0} V_{R E F}^{2}}{4}+\frac{5}{4} C_{0} V_{R E F}^{2}\right)$ | $\tau \ln \left(2^{n+1}\right)$ | $\left(2^{n} C_{0}+(b+1) a_{s w}\right.$ |
| 2 step | $n\left(\frac{C_{0} V_{R E F}^{2}}{4}+\frac{3}{4} C_{0} V_{R E F}^{2}\right)$ | $\tau \ln \left(2^{n+1}\right)+t_{s w}$ | $2^{n} C_{0}+(b+1) a_{s w}$ |
| Charge sharing | $n\left(\frac{C_{0} V_{R E F}^{2}}{4}+\frac{7}{12} C_{0} V_{R E F}^{2}\right)$ | $\tau \ln \left(2^{n+1}\right)+t_{s w}$ | $2^{n} C_{0}+(2 b+1) a_{s w}$ |
| Capacitor splitting | $n\left(\frac{C_{0} V_{R E F}^{2}}{4}+\frac{C_{0} V_{R E F}^{2}}{4}\right)$ | $\tau \ln \left(2^{n+1}\right)$ | $2^{n} C_{0}+(2 b+1) a_{s w}$ |
| Novel DAC | $n\left(\frac{C_{0} V_{R E F}^{2}}{8}+\frac{3 C_{0} V_{R E F}^{2}}{8}\right)$ | $\frac{\tau}{2} \ln \left(2^{n+1}\right)$ | $\left(2^{n-1}+3\right) C_{0}+(b+2) a_{s w}$ |

Table 4.1: Comparison between the conventional switching schemes and the novel architecture
power dissipation. The last row of the table shows the power dissipation, area and speed of the new architecture. The table clearly shows that the new architecture reduces power, area, as well as settling time.

A conventional single step switching has been used with the novel architecture. Other switching methods have not been tested with this architecture. Employing other switching methods may improve its performance further.

### 4.4 Comparison with the Existing capacitor Array DAC Architectures

Three architectures, namely Conventional Binary Weighted Capacitive Array(CBW), Binary Weighted Capacitive Array with attenuation Capacitor(BWA) and Split Binary Weighted Capacitive Array(SBW), taken from [ref 1] are compared with the proposed architecture.

To have a better comparison between the architectures, the value of the average power consumption, maximum standard deviations of the INL and DNL, and the total capacitance required for each architecture are summarized in table.
Standard deviation of INL and DNL for the proposed architecture is calculated using [30] and [47].

| Architectures | Average Power | Standard De- <br> viation of INL | Standard <br> Deviation of <br> DNL | Total capaci- <br> tance required |
| :--- | :--- | :--- | :--- | :--- |
| CBW | $0.662^{N} \frac{f_{\text {clk }} C_{0} V_{r e f}^{2}}{N+1}$ | $\left(2^{\frac{N}{2}-1}\right) \frac{\sigma_{0}}{C_{0}}$ | $\left(2^{\frac{N}{2}}\right) \frac{\sigma_{0}}{C_{0}}$ | $2^{N} C_{0}$ |
| BWA | $1.252^{N / 2} \frac{f_{c l k} C_{0} V_{r e f}^{2}}{N+1}$ | $\left(2^{\frac{3 N}{4}-1}\right) \frac{\sigma_{0}}{C_{0}}$ | $\left(2^{\frac{3 N}{4}}\right) \frac{\sigma_{0}}{C_{0}}$ | $2^{N / 2} C_{0}$ |
| SBW | $0.412^{N \frac{f_{c l k} C_{0} V_{r e f}^{2}}{N+1}}$ | $\left(2^{\frac{N}{2}-1}\right) \frac{\sigma_{0}}{C_{0}}$ | $\left(2^{\frac{N}{2}}\right) \frac{\sigma_{0}}{\sqrt{2} C_{0}}$ | $2^{N} C_{0}$ |
| Proposed DAC | $0.59\left(2^{(N-1)}+3\right) \frac{f_{c l l} C_{0} V_{r e f}^{2}}{N+1}$ | $\approx\left(2^{\frac{N}{2}-1}\right) \frac{\sigma_{0}}{C_{0}}$ | $\approx\left(2^{\frac{N}{2}}\right) \frac{\sigma_{0}}{C_{0}}$ | $\left(2^{N-1}+3\right) C_{0}$ |

Table 4.2: Comparison between the conventional architectures and the novel architecture

### 4.4.1 Derivation For Standard deviation of Integral Non-linearity(INL) and Differential Non-linearity(DNL)

For calculating the linearity characteristics of the proposed scheme, each of the capacitor is modeled as the sum of the nominal capacitance plus the error.

$$
\begin{gather*}
C_{n}=2^{n-2} C_{0}+\delta_{n}  \tag{4.7}\\
C_{n-1}=2^{n-3} C_{0}+\delta_{n-1}  \tag{4.8}\\
C_{0}=C_{0}+\delta_{0} \tag{4.9}
\end{gather*}
$$

The error term $=\delta_{n}$ has zero mean and a standard deviation of

$$
\begin{equation*}
E\left[\delta_{n}^{2}\right]=2^{n-2} \sigma_{0}^{2} \tag{4.10}
\end{equation*}
$$

If there are no initial charges, then $V_{x}$ can be expressed as

$$
\begin{equation*}
V_{x}=\left(\frac{\sum_{n=1}^{b-1}\left(2^{(n-2)} C_{0}+\delta_{n}\right) D_{n}}{2^{(b-1)} C_{0}}+\frac{\left(C_{0}+\delta_{0}\right) D_{0}}{2^{(b-1)}\left(C_{0}+\left(C_{0}+\delta_{0}\right) D_{0}\right)}\right) V_{r e f} \tag{4.11}
\end{equation*}
$$

Subtracting the nominal value yields the error term

$$
\begin{equation*}
V_{\text {error }}=\left(\frac{\sum_{n=1}^{b-1} \delta_{n} D_{n}}{2^{(b-1)} C_{0}}+\frac{\delta_{0} D_{0}}{2^{(b-1)}\left(C_{0}+\left(C_{0}+\delta_{0}\right) D_{0}\right)}\right) V_{\text {ref }} \tag{4.12}
\end{equation*}
$$

which can be approximated as

$$
\begin{equation*}
V_{\text {error }}=\left(\frac{\sum_{n=1}^{b-1} \delta_{n} D_{n}}{2^{(b-1)} C_{0}}+\frac{\left(C_{0}+\delta_{0}\right) D_{0}}{2^{(b)} C_{0}}\right) V_{\text {ref }} \tag{4.13}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
V_{\text {error }}=\left(\frac{\sum_{n=1}^{b}\left(\delta_{n}\right) D_{n}}{2^{(b)} C_{0}}\right) V_{\text {ref }} \tag{4.14}
\end{equation*}
$$

with variance

$$
\begin{equation*}
E\left[V_{\text {error }}^{2}(y)\right]=\frac{y}{2^{2 b}} \frac{\sigma_{0}^{2}}{C_{0}^{2}} V_{r e f}^{2} \tag{4.15}
\end{equation*}
$$

From that the worst case INL can be derived as

$$
\begin{equation*}
\sigma_{I N L}=2^{(b / 2)-1} \frac{\sigma_{0}}{C_{0}} L S B \tag{4.16}
\end{equation*}
$$

and the worst case DNL be

$$
\begin{equation*}
\sigma_{D N L}=2^{(b / 2)} \frac{\sigma_{0}}{C_{0}} L S B \tag{4.17}
\end{equation*}
$$

The novel architecture can also be a part of split capacitor array dac, so that the savings in capacitor improves further compared with the normal split capacitor array dac. For example, an 8 bit digital to analog converter with binary weighted capacitor array would require 256 unit capacitors, whereas a split capacitor array would require 31 unit capacitors. If we employ the proposed novel architecture in the split capacitor array, the resultant architecture requires 22 unit capacitors. Fig 4.10, fig 4.11 and fig 4.12 explain the above mentioned concepts. From fig 4.10 it is evident that it requires 31 unit capacitors to implement an 8-bit Digital to Analog converter. Fig 4.11 shows the same


Figure 4.10: Split-capacitor array DAC and its simulation


Figure 4.11: Split-Capacitor DAC with proposed Scheme on LSB sub-DAC and its simulation


Figure 4.12: Split-capacitor DAC with proposed scheme on both the sub-DACs

8- bit digital to analog conversion, but uses only 26 unit capacitor. It employs the proposed DAC architecture for its LSB sub-DAC. The simulation results show that both the architectures behave in the same way. Fig 4.12 shows the 8 -bit conversion with 21 unit capacitors and it employs the proposed architecture for both the LSB and MSB sub-DACs.

### 4.5 Design Considerations

In this section we consider the effects of Capacitor parasitics and Capacitor mismatches.

### 4.5.1 Capacitor Parasitics

Case 1: A Parasitic Capacitance $\left(C_{p}\right)$ at $V_{1}$, would result in the following circuit. Using the StarDelta conversion an equivalent would be generated as shown in fig 4.13.

Where

$$
\begin{align*}
& C_{1}=\frac{m C_{0}+m l C_{0}+l C_{0}}{l}  \tag{4.18}\\
& C_{2}=\frac{m C_{0}+m l C_{0}+l C_{0}}{m} \tag{4.19}
\end{align*}
$$



Figure 4.13: Generalized equivalent circuit with parasitic capacitance.


Figure 4.14: Equivalent circuit with a Delta-Star conversion

$$
\begin{equation*}
C_{3}=m C_{0}+m l C_{0}+l C_{0} \tag{4.20}
\end{equation*}
$$

From Fig 4.14, with equations (4.18), (4.19) and (4.20), $V_{1}$ can be written as

$$
\begin{equation*}
V_{1}=\frac{V_{r e f} C_{1}}{C_{1}+\frac{C_{2} C_{0}}{C_{2}+C_{0}}+C_{p}+\frac{C_{3} C_{0}}{C_{3}+C_{0}}} \tag{4.21}
\end{equation*}
$$

while substituting (4.18), (4.19) and (4.20) in equation (4.21)

$$
\begin{equation*}
V_{1}=\frac{V_{r e f}\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{l}\right)}{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{l}\right)+\frac{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{m}\right) C_{0}}{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{m}\right)+C_{0}}+C_{p}+\frac{\left(m C_{0}+m l C_{0}+l C_{0}\right) C_{0}}{\left(m C_{0}+m l C_{0}+l C_{0}\right)+C_{0}}} \tag{4.22}
\end{equation*}
$$

Node voltage $V_{x}$ can be written as

$$
\begin{equation*}
V_{x}=\left(\frac{m+m l+l}{m+m l+l+1}\right) V_{1} \tag{4.23}
\end{equation*}
$$

$V_{x}$ can be written as in (4.24), while substuting (4.22) in (4.21)

$$
\begin{equation*}
V_{x}=\left(\frac{m+m l+l}{m+m l+l+1}\right)\left(\frac{V_{r e f}\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{l}\right)}{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{l}\right)+\frac{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{m}\right) C_{0}}{\left(\frac{m C_{0}+m l C_{0}+l C_{0}}{m}\right)+C_{0}}+C_{p}+\frac{\left(m C_{0}+m l C_{0}+l C_{0}\right) C_{0}}{\left(m C_{0}+m l C_{0}+l C_{0}\right)+C_{0}}}\right) \tag{4.24}
\end{equation*}
$$

The following example would illustrate the effect of $C_{p}$ at $V_{x}$.
Consider a bit pattern of " 11101 " for a 5 -bit digital to analog conversion with $\mathrm{m}=14, \mathrm{l}=2$. Now $V_{x}$ can be calculated as

$$
\begin{align*}
V_{x} & =\left(\frac{1276 C_{0}}{1408 C_{0}+58 C_{p}}\right) V_{r e f}  \tag{4.25}\\
V_{x} & =\left(\frac{29 C_{0}}{32 C_{0}+1.3 C_{p}}\right) V_{r e f} \tag{4.26}
\end{align*}
$$

For the next bit pattern "'11110"

$$
\begin{equation*}
V_{x}=\frac{15}{16} V_{r e f} \tag{4.27}
\end{equation*}
$$

The difference in these two generated voltage is

$$
\begin{equation*}
V_{x 1}-V_{x 2}=\frac{15}{16} V_{r e f}-\left(\frac{29 C_{0}}{32 C_{0}+1.3 C_{p}}\right) V_{r e f} \tag{4.28}
\end{equation*}
$$

In the above equation, if $C_{p}=0$, then the difference is $(1 / 32) V_{\text {ref }}$ which is $V_{\text {ref }} / 2^{n}$. If $C_{p} / C_{0}=$ 0.5 then the difference in two consecutive generated voltage is $(1 / 22) V_{\text {ref }}$ which is well within $0.5 L S B$. This explanation shows that the Parasitic capacitance at $V_{1}$ will not affect the static characteristics of the proposed DAC.
Case 2 : If there is an additional parasitic capacitance from $V_{D D}$ to $V_{1}$ : The generalized equivalent diagram would be as shown in fig 4.15. The generalized voltage at $V_{x}$ is

$$
\begin{align*}
V_{x}= & \frac{m\left(C_{0}+C_{p}\right)+m l\left(C_{p}+C_{0}\right)+l C_{0}}{m\left(C_{p}+C 0\right)+m l\left(C_{p}+C_{0}\right)+l C_{0}+C_{0}}  \tag{4.29}\\
& \frac{V_{r e f}\left(\frac{m\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right)+l C_{0}}{l C_{0}}\right)}{\left(\frac{m\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right)+l C_{0}}{l C_{0}}\right)+\frac{\left(\frac{m\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right) C_{0}+l C_{0}^{2}}{m\left(C_{0}+C_{p}\right)}\right) C_{0}}{\left(\frac{m C_{0}\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right) C_{0}+l C_{0}^{2}}{m\left(C_{0}+C_{p}\right)}\right)+C_{0}}+C_{p}+\frac{\left(m\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right)+l C_{0}\right) C_{0}}{\left(m\left(C_{0}+C_{p}\right)+m l\left(C_{0}+C_{p}\right)+l C_{0}\right)+C_{0}}}
\end{align*}
$$



Figure 4.15: Equivalent circuit with parasitic capacitance

For a five bit digital to analog conversion, with a bit pattern of " $11101 ", m=14, \mathrm{l}=2$ and for $\left.\left(C_{p} / C_{0}\right)=0.5\right)$. From these values $V_{x}$ can be calculated as

$$
\begin{equation*}
V_{x 1}=\frac{29.33}{32} V_{r e f} \tag{4.30}
\end{equation*}
$$

For "' 11110 "', $V_{x}$ can be generated as

$$
\begin{equation*}
V_{x 2}=\frac{15}{16} V_{r e f} \tag{4.31}
\end{equation*}
$$

The difference between the two subsequently generated voltage is

$$
\begin{equation*}
V_{x 2}-V_{x 1}=\frac{0.67}{32} V_{r e f} \tag{4.32}
\end{equation*}
$$

Which is well within $0.5 L S B$.
Fig. 4.16 and 4.17 plots the impact of Cp on DAC linearity for an 8-bit DAC. The peak-to-peak INL of the DAC is plotted against the ratio $\mathrm{Cp} / \mathrm{Cu}$ and the corresponding DNL and INL plots for when $\mathrm{Cp} / \mathrm{Cu}$ is 0.1 and 0.5 are also plotted. As the plots show, in order to get an INL below $+/-0.5$ LSB, the unit capacitance, $C_{0}$, should be about 2 x larger than the parasitic cap at the output node.

### 4.5.2 Capacitor mismatches

The novel architecture employs 3 additional capacitances, which are the same as the unit capacitance. So the required matching ratio compared with the unit capacitor is $1: 1$. This makes the


Figure 4.16: DNL for capacitor parasitics


Figure 4.17: INL for capacitor parasitics
design less prone to capacitance mismatches. The impact of these random variations in captured in Fig.4.18 which plots the INL of an 8 -bit DAC for $3 \sigma C_{0}$ variation of $5 \%$. As the plot shows, the DAC shows a fairly muted response even to significantly large random per unit capacitor variations.


Figure 4.18: INL for randomly mismatched capacitor

## Chapter 5

## Design Automation for Successive Approximation Register Analog to Digital Converter (SAR ADC)

### 5.1 Successive Approximation Analog to Digital converter

SAR ADC has three levels of hierarchy: top-level, circuit-level and transistor-level. This paper works on top level model's specifications, find out the corresponding circuit level models and optimize the circuits. A more accurate transistor level model based on [18] is used in optimization. The transistor level model is presented in Appendix A.
The principle block diagram, for which the automation algorithm is used is shown in fig 5.1. The ADC consists of a capacitor DAC, comparator, and SAR logic. The charge redistribution technique provides an inherent sample and hold stage.

### 5.1.1 Top Level SAR ADC Model

This section discusses the specifications to be considered in the top level. These specifications can be optimally divided among the ciruict level components. Total power dissipation, conversion rate (speed), area and noise are the major specifications considered in this section.


Figure 5.1: SAR ADC architecture

## Total Power Dissipation

Total power dissipation is the sum of each component's power, i.e.,

$$
\begin{equation*}
P_{t o t}=P_{s a r}+P_{D A C}+P_{c o m p} \tag{5.1}
\end{equation*}
$$

Where $P_{s a r}$ is the power consumed by the digital part, $P_{D A C}$ is the power taken by DAC and $P_{\text {comp }}$ is the comparator's power.

## Area

The total area occupied by SAR ADC is given by

$$
\begin{equation*}
A_{t o t}=A_{s a r}+A_{D A C}+A_{c o m p} \tag{5.2}
\end{equation*}
$$

Where $A_{s a r}$ is the area occupied by the digital part, $A_{D A C}$ is the area taken by DAC and $A_{\text {comp }}$ is the comparator's area.

## Speed

An N-bit SAR ADC needs at least ( $\mathrm{N}+1$ )-clock cycles to complete the conversion. From the speed specifications, time period for the clock can be decided. The duty cycle of the clock should be sufficient for the DAC and comparator output to settle and the SAR logic to produce the corresponding logic. So the speed of SAR ADC decides the settling time for comparator and DAC. The clock
period can be calculated as

$$
\begin{equation*}
T_{O N}=\frac{1}{2 * \text { speed } * N} \tag{5.3}
\end{equation*}
$$

This $T_{O N}$ should be greater than the sum of DAC settling time and comparator settling time, i.e.,

$$
\begin{equation*}
k_{1} \tau_{\text {comp }}+k_{2} \tau_{D A C}+\leq T_{O N} \tag{5.4}
\end{equation*}
$$

$k_{1}$ and $k_{2}$ in equation (5.4) are the constants derived from the settling error. $\tau_{c o m p}$ and $\tau_{D A C}$ are the time constants for comparator and DAC respectively.

## Input-referred noise

Digital to Analog converter is the major contributor of noise, both in sampling phase and conversion phase, the noise can be expressed as

$$
\begin{equation*}
P_{\text {noise }}=\frac{k T}{C_{t o t}} \tag{5.5}
\end{equation*}
$$

where k is the Boltzman constant, T is the absolute temperature and $C_{\text {tot }}$ is the total capacitance of DAC.

### 5.1.2 Successive approximation registers

The logic control block of the ADC has two important aims. It sets the switches in function of the current state of the conversion and the output of the comparator; secondly it computes and stores the digitally converted values that is to be given as output at the end of the conversion. A two layer flip-flop based SAR logic is shown in fig 5.2. For the given specifications, the proposed algorithm estimates the sizes of the flip-flops.

## GP Model for flip flop

A good number of literature are available which explain the optimization of digital circuits using geometric programming [11-15].
A detailed study of Digital circuit optimization via geometric programming is proposed by Boyd et al.[13]. A slightly modified version of that work [13] is used in this paper to optimize the digital part.
Total power dissipation, speed and area are the major specifications to be considered. This section


Figure 5.2: SAR schematic
explains the generalized posynomial models for those specifications.

## Generalized Posynomial Power Model

The total dynamic power dissipated can be derived as.

$$
\begin{equation*}
P_{d y n}=\sum_{i=1}^{n} f_{i}\left(C_{i}^{L} V_{d d}+C_{i}^{i n t}\right) V_{d d}^{2} \tag{5.6}
\end{equation*}
$$

This is evidently a posynomial of the device sizes and supply voltages.
The total (average) static power is given by the formula

$$
\begin{equation*}
P_{\text {static }}=\sum_{i=1}^{n} I_{i}^{l e a k} V_{d d} \tag{5.7}
\end{equation*}
$$

The total power is the sum of dynamic and static power.

$$
\begin{equation*}
P_{t o t}=P_{\text {static }}+P_{d y n} \tag{5.8}
\end{equation*}
$$

## Generalized Posynomial Delay Model

For calculating the delay, we are using RC delay model; The delay for a functional block can be divided into 1) setup time 2) Hold time and 3) Clock to Q delay.

$$
D_{\text {total }}=t_{\text {setup }}+t_{\text {logic }}+t_{\text {clk } \rightarrow Q}
$$

Area can be calculated as

$$
\begin{equation*}
\text { Area }=\alpha_{1} W_{1} L_{1}+\alpha_{2} W_{2} L_{2}+\cdots+\alpha_{n} W_{n} L_{n} \tag{5.9}
\end{equation*}
$$

Where $\alpha_{i}$ is process dependent variable, Ws and Ls are the Width and Length of transistors used. While giving the values for total power dissipation, speed and area, the GP model of SAR logic gives the sizes of the transistors used in the flip flops.

### 5.1.3 Capacitor array Digital to Analog Converters

The basic architecture, the working principle of Capacitor array DAC is already discussed in chapter 4 , which can be referred here.

## GP Model for DAC

The top level model allocates the input specifications for the DAC. The input specifications are the maximum area the DAC can occupy, the maximum time DAC can take to settle and the noise floor for DAC. The objective function is the total power dissipation.
According to the given specifications, the automation algorithm chooses the corresponding switching schemes for the digital to analog conversion. The GP model gives the design variables for the selected switching scheme.

## Design variables and Trade off analysis

The unit capacitor's and the sizes of the switches are the major design variables. An upper and lower limits are imposed on the size of the capacitor. The size of the switches are limited by the technology constraints.
Identifying the proper size of the unit capacitor is the main motto of this design. The performance of the DAC is vastly dependent on the unit capacitor. For a fair thermal noise, the capacitor size should be as large as possible, but large capacitor increases the settling time, area and power dissipation.
We could neither decrease the capacitor size beyond a limit, because the technology constraints impose a lower limit for the capacitor's size. The top plates of the capacitors in DAC are connected to the input of comparator, so the capacitor size should be such that the comparator's input parasitic capacitance should not affect the DAC's performance.

GP takes all the above mentioned constraints into consideration and provides an optimized unit capacitor size and also the switch sizes.

### 5.1.4 Comparators

GP for comparators has been dealt in greater detail in chapter 3, which can be referred here.

### 5.2 Design Automation for SAR ADC

A systematic automation design methodology is proposed to optimize the power of successive approximation analog to digital converter (SAR ADC). SAR ADC is a mixed signal circuit having both analog and digital sub-blocks. Different varieties of sub-blocks of SAR ADC are thoroughly analyzed and designed using geometric programming as optimization tool. According to the specification, the corresponding sub-blocks are chosen and integrated as the whole ADC. The specifications for the entire ADC is cautiously budgeted among sub-blocks, so that we will get an optimized and accurate design in hand. A computer Aided Design tool is developed to implement the whole optimization process. For a given specification, this tool will give the corresponding design variables for minimum power. This paper, thus gives an abstract level automation tool for SAR ADC which can be improved further.

### 5.3 Automation algorithm

For a given specification, the systematic automation problem is to allocate the specifications(inputs) for the sub-block models, and to give the optimized design variables.
From the literature[31,32,33,34,35], we can understand that in power perspective, analog parts will take half the total power and the remaining power will be taken by digital circuits. The settling time of DAC and the delay of comparator are the major factors which decide the speed of ADC. Area wise, the major part of the chip is occupied by capacitor array, in the remaining area the digital parts ( $2(\mathrm{n}+1)$ flip flops and interconnects) will take more area and then the comparator. The total noise floor of SAR ADC is $\mathrm{LSB} / 2$, and great part of the noise is contributed by the DAC.
The optimization model for comparator will generate the dimensions of transistors it employs and the value of biasing current. The DAC optimization model will give the dimension of unit capacitor and the sizes of switches. The model for SAR algorithm will give the sizes of gates employed in the
flip flops. This optimization tool also gives back the specifications corresponding to the optimized design variables.

### 5.3.1 Flow Chart

The flow chart of the proposed algorithm is shown in fig 5.4.

### 5.3.2 Optimization Example

To check the validity of the proposed algorithm, a 8 -bit, $1 M S / s, 0.8 \mu W$ SAR ADC is designed by using the proposed automation algorithm. The comparison of this architecture with the existing architecture [35] with the same specifications shows the merits of the proposed algorithm. The design details, layout, static and dynamic characteristics of the SAR architectures and the comparison are discussed in this section.

## Design details

The top-level SAR ADC specifications are, power consumption -1.5 mW , speed should be greater than $1 \mathrm{MS} / \mathrm{s}$, area should be less than $400 \times 400 \mu \mathrm{~m}^{2}$ and thermal noise for DAC should be less than $L S B / 6$.
The allocated specifications for comparator are, power dissipation - 0.6 mW , delay $-0.2 \mu \mathrm{~s}$, gain 10,000 and area $-40 \times 40 \mu m^{2}$. The optimization tool gives the design variables as shown in table 3. The resultant power consumption -0.32 mW , delay $-0.19 \mu \mathrm{~s}$ and area is approximately $15 \times 15$

Table 5.1: Comparator Simulation Results

| W1/L1 | W31/L31 | W3/L3 | W5/L5 | W6/L6 | $\mathrm{Ib}(\mu A)$ | $\mathrm{Vb}(\mathrm{V})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 / 5$ | $2 / 5$ | $2 / 4.4$ | $1.2 / 4.3$ | $1.2 / 4.4$ | 3.4 | 1.1 |

$\mu m^{2}$, corresponding to the optimized design variables.
The specifications given to DAC are Power dissipation - $0.3 \mu \mathrm{~W}$, settling time - $0.7 \mu s$ area 250 x 250 $\mu m^{2}$ and noise $-L S B / 6$. For 3 supply voltage, the noise floor -0.134 mV . The unit capacitor can be calculated as 105.5 fF . With this unit capacitor, the settling time $-0.68 \mu S$, which is well within the constraints. Area of the DAC will be approximately $230 \times 225 \mu \mathrm{~m}^{2}$.
For the SAR logic, the assigned specifications are power dissipation - $0.7 \mu W$, delay $-0.1 \mu s$ and area $-80 \times 80 \mu m^{2}$. The optimization tool gives the design variables as The total area for the digital part corresponding to this design variables $-42 \times 42 \mu \mathrm{~m}^{2}$, total power $-0.53 \mu \mathrm{~W}$ and the total delay


Figure 5.3: Flowchart of Automation Algorithm.

Table 5.2: Digital part Simulation Results

| Components | Sizes $(\mu m)$ | Power(nW) | Delay(ns) |
| :--- | :---: | :---: | :--- |
| CLKinv | $W p=4.8 W n=2.4$ | 21 | 0.03 |
| Nand1 | $W p=2.4 W n=2.4$ | 26 | 0.07 |
| Nand2 | $W p=2.4 W n=2.4$ | 26 | 0.07 |
| Inv1 | $W p=4.8 W n=1.6$ | 21 | 0.03 |
| Inv2 | $W p=4.8 W n=2.4$ | 21 | 0.03 |
| Inv3 | $W p=3.2 W n=2.4$ | 19 | 0.01 |

Table 5.3: Comparison between existing design

| Bits | Supply volt- <br> age(V) | Power(mW) | Speed(MS/s) | Area $\left(\mu m^{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| 8 | 3.3 | 1.56 | 1.23 | $450 \times 315$ |
| 8 | 3.3 | 0.8 | 1.04 | $254 \times 254$ |

$-0.1 \mu s$.

## Layout consideration

With the design variables given by the automation algorithm the layout is drawn using UMC 0.18 $\mu m$ technology. By sweeping the analog values over the complete input range with a ramp generator the static measurements are performed. Differential non-linearity (DNL) and integral nonlinearity (INL) plots are calculated.
In fig. 5.5, DNL plot is depicted. The maximum deviation is $+0.4 /-0.6 L S B$. Figure 5.6 shows the INL plot, INL is within $\pm 0.7 L S B$

## Comparison with the existing design

These results can be compared with the results in [35]. The comparison is shown in table 5. The first row indicates the results from the existing design, and the second row shows the results from the proposed methodology. Comparison shows that the proposed methodology gives minimum power and minimum area for the same number of bits, supply voltage and same speed.
An optimization methodology is proposed for the systematic automation of Successive Approximation Analog to Digital converter. A deterministic model based on linear programming is used to optimally divide top-level specifications into the specifications for the sub-blocks. Geometric programming based models for the sub-blocks are derived which gives the optimized design vari-


Figure 5.4: Layout view


Figure 5.5: Simulated DNL


Figure 5.6: Simulated INL
ables. A 8 -bit, $1 \mathrm{Ms} / \mathrm{s}, 0.18 \mu W$ SAR ADC is designed and compared with an existing design. Comparison justifies the proposed automation method.

## Chapter 6

## Pipelined Analog to Digital Converter

An automation design methodology based on geometric programming for designing low power pipelined analog to digital converter is proposed in this paper. An equation based optimization is presented, which can be easily converted into convex optimization problem. This paper presents a systematic approach to design a multi bit per stage pipelined analog to digital converter, for the given specifications with power optimization. This tool computes the design variables in a predefined ADC topology, for a desired process technology. This paper considers capacitor scaling to make nonidentical stages to save power. An example is presented to justify this work.

### 6.1 Pipelined ADC Architecture

The conventional pipeline ADC [36] is shown in Fig. 6.1. Each stage of a pipeline architecture consists of a sample and hold, an analog to digital converter, a digital to analog converter, a subtracter, and an amplifier. A single circuit, the multiplying digital to analog converter (MDAC), can be realized by using switched capacitor techniques [36-40]. Which implements the functions of the S/H and DAC, but also the subtracter and amplifier. In each stage, MDAC and the sub-ADC are the major power dissipation components. The power contributions from other components are typically much smaller. As a result it is reasonable to consider only the MDAC and sub-ADC for power analysis.

### 6.2 Design Methodology for Pipelined ADC

This paper presents a two layer optimization problem for Pipelined ADC. The first stage of the optimization finds out the optimum number of stages required and the bits per stage. The second


Figure 6.1: Conventional Pipelined ADC Architecture
stage estimates the design variables for the number of stages given by first stage with minimum power.

### 6.2.1 Optimizing the Number of Stages and Bits/stage:

The Number of stages and the number of bits per stage is limited by [41]

1. Thermal noise.
2. The gain and non-linearity errors produced by the capacitor mismatches.
3. Amplifier's non-ideal effects.

Appropriate sizing of the capacitor reduces the thermal noise. By employing the self calibration techniques and proper amplifier design gain and non-linearity errors in the MDAC can be reduced. Digital correction techniques can be employed to reduce the error from the sub-ADC and MDAC.

## Design Space

To explore the design space, in which we can find an optimal design of Pipelined ADC, the optimization to be followed is based on the following steps.

1. The ADC specifications such as resolution, reference voltage, minimum speed of operation, minimum area requirements and Peak-to-peak analog input swing.
2. The effective resolution per stage is upper limited by 3 to avoid high resolution ADC (High resolution a need more number of comparators which results in high power dissipation) and lower limited by 1 .
3. The first few stages, this paper is taking first two stages, need more gain and low thermal noise requirements (because the inaccuracies of the stage shifts the residue output from its ideal value, and its cumulative effect over the stages turns into linearity degradation of the overall transfer characteristic), so we are fixing the first two stages resolution as 2. The last stage does not require a MDAC and the resolution can be fixed as 2 .
4. According to the gain and noise requirement, we can decide the MDAC specifications.
(a) Thermal noise consideration:

The on-resistance of the switches and the op amps are the main sources of thermal noise[40, 41]. The rms value of the total thermal noise(TTN) is given by

$$
\begin{equation*}
T T N=\sqrt{\frac{N_{S H}^{2}}{1}+\frac{N_{M D A C 2}^{2}}{1 . G_{1}^{2}}+\cdots+\frac{N_{M D A C(N S-1)}^{2}}{1 . G_{1}^{2} \ldots G_{N S-1}^{2}}} \tag{6.1}
\end{equation*}
$$

Where $N_{M D A C}$ and $N_{S H}$, respectively are the output referred RMS noise contributions of the $M D A C_{i}$ and of the $\mathrm{S} \& \mathrm{H}$ and $G_{i}$ represents the closed loop gain of the $M D A C_{i}$ during residue amplification.
The output referred mean square noise introduced by each MDAC can be approximately as [42]

$$
\begin{align*}
N_{M D A C_{i}}^{2}= & V_{S \& H}^{2}+V_{1}^{2}+V_{2}^{2}  \tag{6.2}\\
= & \xi\left[\frac{k T}{C_{M D A C_{i}}}\right. \\
& \left.+\left(4 k T \cdot R_{O N}+4 k T \cdot R_{e q}\right) B_{e q}\right] G_{i}^{2}
\end{align*}
$$

Where $C_{M D A C_{i}}$ is the total input capacitance of the $M D A C_{i}, \mathrm{k}$ is the Boltzmann's constant, and T is the absolute temperature. The constant $\xi$ can assume the values of either one or two depending on, respectively, whether the circuit is implemented in a single ended or fully differential configuration. $R_{N}$ and $R_{e q}$ are the on resistance of the switch and output resistance of the residue amplifier respectively.
Equation (6.1) and (6.2) will give as a constraint which define a design space for switch sizes, maximum input capacitance for MDAC and sizes of the transistors in amplifier used in MDAC.

## (b) Settling Time constraint

Settling time of the MDAC depends upon the total capacitance used and the on-resistance of the switches. Settling time decides the speed of the stage, in turn speed of the ADC.

$$
\begin{equation*}
T_{\text {settle }}=k_{1} \tau \tag{6.3}
\end{equation*}
$$

Where $k_{1}$ is the constant, which can be derived from the noise floor within which the MDAC will settle and $\tau$ is the time constant which is proportional to the total capacitance of the DAC and on-resistance of the switches.
Equation (6.3) will give an another design space with a lower limit for capacitor and
dimension for the switches used.

## (c) Amplifier Requirements

The gain and slew rate are the major constraints for the amplifier. The gain can be defined by the accuracy required by the stage, if an accuracy of M bits required during the residue amplification in an $N_{i}$-bit stage, then the finite amplifier dc gain $A_{0}$ must satisfy

$$
\begin{equation*}
A_{0} \geq 2^{M-N_{i}} \cdot\left(2^{N_{i}}+1+\frac{C_{p i}}{C_{i}}\right) \tag{6.4}
\end{equation*}
$$

Slew rate(SR), can be defined as the ratio between the current and output capacitance of the amplifier, i.e.,

$$
\begin{equation*}
S R=I / C_{L} \tag{6.5}
\end{equation*}
$$

Slew rate is a deciding factor for amplifier's settling time. Both SR and Gain are depend on the tail current. So optimized tail current can produce optimized slew rate and gain. Equation (6.4) and (6.5) will give an another design space for MDAC's amplifier design. The intersection of design spaces, discussed in (a), (b) and (c) will give an optimized design space for MDAC.

## 5. FLASH ADC Design

A high speed ADC which employs a resistive divider and $2^{N}-1$ comparators, where N is the resolution of FLASH ADC. Since the comparators and resistive divider draw more power, and the comparator's offset limits the minimum input, resolution for FLASH ADC is limited by 4 .

The main specifications to be determined in the ADC are the value of the resistance and the characteristics characteristics of the comparator.
(a) Deciding the unit capacitor in the resistive divider: The dominant time constant determines the optimum value of resistance. It can be shown that the dominant time constant can be given as [43]

$$
\begin{equation*}
\tau=\left[\frac{2^{N_{i}}\left(2^{N_{i}}-1\right)}{\pi^{2}}\right] R C \tag{6.6}
\end{equation*}
$$

where R is the value of the unit resistor in the resistive divider and C represents the capacitance associated with each tap during the auto zero of the comparator, which includes the input capacitor of the comparator and all the parasitics in that node.
(b) Choosing the Comparator: Comparator is the heart of FLASH ADC, which decides ADC's characteristics. Three different comparator architectures, namely open loop, static and dynamic comparators are thoroughly analyzed and compared. The details are given in Chapter 3. table 6.1 shows the comparison between the three architectures.

| Architecture | Complexity | Power | Speed | Gain | Area |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Op amp based | Low | High | Low | Medium | Medium |
| Static Latch | Medium | Medium | High | High | Low |
| Dynamic Latch | Medium | Low | High | High | High |

Table 6.1: Comparison between the comparator architectures

According to the input ADC specifications, we can choose the corresponding comparator architecture.
6. Capacitor Scaling:

In a pipeline ADC , the thermal noise contribution of a later stage is effectively attenuated by the gain of the previous stages [42]. So by relaxing the thermal noise constraint for the later stages demands small capacitors. On the other hand, MDAC's power dissipation is directly proportional to the capacitor value, by reducing the capacitor value, we can reduce the power dissipation. As a result, the capacitors of later stages can be scaled down without increasing the thermal noise significantly.
7. Once we have decided the design space for $\mathrm{S} \& H$, Comparator and MDAC, then we can decide the number of stages and number of bits per stage.
8. We have already decided that we will fix the first two stage's resolution as 2, and last stage resolution as 2. A MATLAB algorithm is written, which does the following things
(a) It generates the possible interstage resolutions.
(b) For each interstage resolutions, assigns specifications for $\mathrm{S} \& \mathrm{H}, \mathrm{MDAC}$ and ADC.
(c) Chooses the perfect comparator architecture for ADC.
(d) Using Geometric Programming optimizes the interstage designs.
(e) Compares each interstage combination and chooses the one which takes minimum power.

### 6.3 Equation based ADC Model

For an optimization problem, the necessary inputs are the objective function and the constraints. Pipelined ADCs are high resolution ADCs (12-18 bits), but as the resolution increasing, power dissipation is also increasing. Reducing power is thus an objective function for the design of Pipelined ADCs. From the specifications given, such as resolution, speed and area, we can provide the constraints to the optimization problem.

### 6.3.1 Objective function

By deciding the factors, decided in the previous section, the total power dissipation in a pipelined ADC can be given as

$$
\begin{equation*}
P_{t o t}=\sum_{i=0}^{N S-1} P_{M D A C i}+\sum_{i=1}^{N S} P_{F L A S H i}+\sum_{i=1}^{N S} P_{s c i}+\sum_{i=1}^{N S} P_{s y n c i} \tag{6.7}
\end{equation*}
$$

Where $P_{M D A C_{i}}$ is the power dissipated in $i^{\text {th }}$ MDAC, which is the sum of the static power dissipated in the residue amplifier and a dynamic power contributed by the switching of the capacitors at the sampling frequency.
$P_{F L A S H i}$ represents the power dissipation in FLASH ADC, which can be determined by the static contribution of resistive divider, dynamic contribution of the latch and the output capacitors, and the static contribution of preamplifier in comparator.
$P_{s c}$ and $P_{s y n c}$ are the power dissipated by the self-calibration circuit and synchronizing circuit respectively. Comparing to MDAC and Flash ADC power dissipation, these dissipation is negligible.

### 6.3.2 Constraints

Constraints are the deciding factors for the optimized design space. Constraints are derived from the input specifications. The settling time for the MDAC and ADC, Noise floor for MDAC, Area for the MDAC and ADC are the major constraints, the first two constraints can be derived for the speed and resolution of the ADC, the third constraint is a straightforward one. In addition to the above mentioned constraints, the equation for capacitor scaling and the algorithm for deciding the number of stages and resolution per stages are fed in to this equation based model.

## Settling Time

The settling time for MDAC and ADC should be less than the ON-period of the clock used in that stage.

$$
\begin{equation*}
k_{1} \tau_{M D A C}+k_{2} \tau_{F L A S H}+t_{\text {slack }} \leq \frac{1}{2 f_{s}} \tag{6.8}
\end{equation*}
$$

Where $k_{1}$ and $k_{2}$ are constants depend upon the noise floor and resolution. For a stage of 3 bit resolution and the noise floor for MDAC is $\mathrm{LSB} / 6$, then $k_{1}$ is calculated as 2.08 , for a supply voltage of 3. $\tau_{M D A C}$ and $\tau_{F L A S H}$ are the time constant for MDAC and ADC respectively. $\tau_{A D C}$ is given in (6.6), $\tau_{M D A C}$ can be derived as

$$
\begin{equation*}
\tau_{M D A C}=\frac{1}{\beta} \frac{C_{L}}{G_{e f f}} \tag{6.9}
\end{equation*}
$$

where $\beta$ is the feedback factor, $C_{L}$ is the load capacitance and $G_{\text {eff }}$ ia the gain of MDAC during amplification phase.

## Noise

As we have seen already, the dominant noise component is thermal noise. Total thermal noise (TTN) is given in equation (6.1). Very stringent thermal noise constraint is given to the first two stages and then the constraint is relaxed for the further stages.

## Area

The total area occupied by the ADC can be derived as

$$
\begin{equation*}
A_{t o t}=\sum_{i=0}^{N S-1} A_{M D A C i}+\sum_{i=1}^{N S} A_{F L A S H}+\sum_{i=1}^{N S} A_{s c i}+\sum_{i=1}^{N S} A_{s y n c i} \tag{6.10}
\end{equation*}
$$

Where $A_{M D A C_{i}}$ is the area occupied by MDAC and can be give as

$$
\begin{equation*}
A_{M D A C}=A_{R A}+A_{C_{\text {tot }}}+A_{\text {switches }} \tag{6.11}
\end{equation*}
$$

$A_{R A}, A_{C_{\text {tot }}}$ and $A_{\text {switches }}$ are the area taken by residue amplifier, capacitance and switches in MDAC respectively.
$A_{F L A S H}$ in (6.10) is the area occupied by sub-ADC, and can be given as

$$
\begin{equation*}
A_{F L A S H}=\left(2^{N_{i}}-1\right) A_{\text {comp }}+A_{\text {res }} \tag{6.12}
\end{equation*}
$$

$A_{\text {comp }}$ is the area of the comparator used in sub-adc and $A_{\text {res }}$ is the area occupied by the resistive divider.

## Gain and Slew rate of the Residue amplifier

The gain and slew rate of the residue amplifier can be derived from the resolution and noise specifications of the ADC and are given in equations (6.4) and (6.5).

### 6.4 Design Example

Using the proposed approach a 14 bits, 30 MSPS pipelined ADC with 3 V as supply voltage is designed. The details of design approach is discussed in this section.
For the above specifications, and using the rules discussed in section IV, the exploration of design space shows that there are 68 possible combinations with the number of stages ranging from 6 to 11 . Some of the possible combinations and the comparison is shown in table 6.2. table 6.2 shows the

| Bits/stage | No.of <br> Opamp | No. <br> of <br> Com- <br> para- <br> tors | Power <br> Dis- <br> sipa- <br> tion <br> $(\mathrm{mW})$ | Speed <br> $($ MSPS | Area <br> $\left(\mathrm{mm}^{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2211111112 | 11 | 17 | 25.9 | 33 | 0.724 |
| 222111122 | 9 | 19 | 23.6 | 36 | 0.694 |
| 223111112 | 9 | 20 | 25.2 | 36 | 0.722 |
| 22211122 | 8 | 19 | 18.6 | 39 | 0.686 |
| 22311122 | 8 | 22 | 26.6 | 39 | 0.760 |
| 2222222 | 7 | 21 | 22.4 | 41 | 0.714 |
| 2233112 | 7 | 24 | 29.6 | 41 | 0.798 |
| 223322 | 6 | 26 | 30.3 | 43 | 0.836 |

Table 6.2: Possible combinations of Resolutions per stage
possible combinations which is having near optimum characteristics. Out of the combinations given above, if we are comparing the characteristics, we can choose the architecture with combination

|  | Error w/o Ca- <br> pacitor scaling | Error with ca- <br> pacitor scaling |
| :--- | :--- | :--- |
| error $_{0}$ | $0.125 L S B_{14 b}$ | $0.1 L S B_{14 b}$ |
| error $_{1}$ | $0.125 L S B_{12 b}$ | $0.1 L S B_{14 b}$ |
| error $_{2}$ | $0.125 L S B_{10 b}$ | $0.125 L S B_{14 b}$ |
| error $_{3}$ | $0.125 L S B_{7 b}$ | $0.15 L S B_{14 b}$ |
| error $_{4}$ | $0.125 L S B_{6 b}$ | $0.15 L S B_{14 b}$ |
| error $_{5}$ | $0.125 L S B_{5 b}$ | $0.15 L S B_{14 b}$ |
| error $_{6}$ | $0.125 L S B_{4 b}$ | $0.175 L S B_{14 b}$ |
| error $_{7}$ | $0.125 L S B_{2 b}$ | $0.175 L S B_{14 b}$ |
| Power $_{\text {total }}(m W)$ | 18.6 | 12.4 |

Table 6.3: Comparison for Capacitor Scaling

|  | Uniform Gain error | Gain error optimization |
| :--- | :---: | :---: |
| error $_{0}$ | $0.125 L S B_{14 b}$ | $0.2 L S B_{14 b}$ |
| error $_{1}$ | $0.125 L S B_{12 b}$ | $0.2 L S B_{14 b}$ |
| error $_{2}$ | $0.125 L S B_{10 b}$ | $0.125 L S B_{14 b}$ |
| error $_{3}$ | $0.125 L S B_{7 b}$ | $0.1 L S B_{14 b}$ |
| error $_{4}$ | $0.125 L S B_{6 b}$ | $0.1 L S B_{14 b}$ |
| error $_{5}$ | $0.125 L S B_{5 b}$ | $0.1 L S B_{14 b}$ |
| error $_{6}$ | $0.125 L S B_{4 b}$ | $0.075 L S B_{14 b}$ |
| error $_{7}$ | $0.125 L S B_{2 b}$ | $0.075 L S B_{14 b}$ |
| Power $_{\text {total }}(m W)$ | 18.6 | 15.3 |

Table 6.4: Comparison for Gain error optimization
[22211222] as the optimum one.
Now for the chosen architecture, we can do the capacitor scaling. table 6.3, shows the difference between uniform stages and the stages with capacitor scaling. Stringent constraints have been given to the initial stages, so that the error does not propagate to the subsequent stages, but a relaxed constraint is given to the later stages. This results capacitor scaling in later stages and power dissipation. This reduces the error propagation from initial stages to the subsequent stages. Jintae Kim et. al [44], proposed a optimization method to reduce the power dissipation by optimally distributing the gain error of residue amplifier. By following that method, gain error distribution for an 14-bit Pipelined ADC with the stage combination as [22211222] is given in table 6.4. This work combines both capacitor scaling and gain error optimization, so that we are getting a power of 10.9 mW , as compared to 18.6 mW , thus saving a power of $42 \%$.

### 6.5 Experimental result



Figure 6.2: Layout Design

The Differential Non linearity (DNL) and the Integral Non Linearity (INL) for the chosen architecture are presented respectively in fig. 6.2 and 6.3 . The DNL is almost $\pm 1 L S B$, and the INL is $\pm 4 L S B$.

The SNDR and SFDR with different sampling frequencies up to 60 at a 6 MHz input are plotted in Fig. 6.4. SNDR and SFDR are respectively 57.1 dB and 69.1 dB at $40 \mathrm{MS} / \mathrm{s}$.
Automation design for a high speed high resolution pipelined ADC is discussed. Optimum values of number of stages and number of bits per stages are identified. Power dissipation in Pipelined ADC is optimized, by considering area, speed, noise as constraints. Using capacitor scaling and optimal distribution of gain error, power dissipation is further reduced. A detailed design example shows the effectiveness of proposed methodology.


Figure 6.3: Simulated DNL vs Input codes.


Figure 6.4: Simulated INL vs Input codes.


Figure 6.5: Simulated SNDR and SFDR vs sampling frequency.

## Chapter 7

## Conclusion

An analysis has been done to choose geometric programming as the suitable method for circuit sizing. Since the accuracy of GP depends on the accuracy of the equations used, an accurate transistor model is used.

The analysis and design automation for three different comparator architectures, namely $\mathrm{Op}-\mathrm{amp}$ based, static latch based [45] and dynamic latch based comparators have been done. New delay models for static and dynamic latch based comparators are developed using a specialized decomposition method called Adomian decomposition method. A detailed analysis of simulation results are presented.
A novel capacitor array based DAC architecture is developed and a comparison with the conventional architectures has been done to justify the merits of the novel DAC. Layout for an 8-bit novel DAC is drawn and its post-layout simulation is verified. The DNL, INL, SNR and SFDR characteristics are analyzed.
An automation algorithm using GP for SAR ADC is developed [46]. The accuracy of the proposed automation algorithm is illustrated with an example.
A GP based automation algorithm for a pipelined ADC is presented. Capacitor scaling and Gain error corrections are included in the automation algorithm to get more accurate design values. The proposed automation algorithm is explained with an example.

## Appendix A

## Local and Global Optima

A fundamental property of convex optimization problems is that any locally optimal point is also globally optimal. To see this, suppose that x is locally optimal for a convex optimization problems, i.e., $x$ is feasible and

$$
f_{0}(x)=\inf \left\{f_{0}(z) \mid\|z-x\|_{2} \leq \Re\right\}(\text { A. } 1)
$$

for some $\Re>0$.
Now suppose that $\mathbf{x}$ is not globally optimal, i.e., there is a feasible $\mathbf{y}$ such that $f_{0}(y)<f_{0}(x)$.
Evidently $\|y-x\|_{2}>\Re$, since otherwise $f_{0}(x) \leq f_{0}(y)$.
Consider the point z is given by

$$
z=(1-\theta) x+\theta y
$$

then

$$
\theta=\frac{\Re}{2\|y-x\|_{2}}
$$

Then we have $\|z-x\|_{2}=\Re / 2<\Re$, and by convexity of the feasible set, z is feasible. By convexity of $f_{0}$, we have

$$
f_{0}(z) \leq(1-\theta) f_{0}(x)+\theta f_{0}(y)<f_{0}(x)
$$

which contradicts (1). Hence there exists no feasible y with $f_{0}(y)<f_{0}(x)$, i.e., $\mathbf{x}$ is globally optimal.

## Appendix B

## How to convert geometric programming into Convex optimization problems

- Step 1:

Write the problem in a GP form, such that For the function

$$
f(\mathbf{x})=\sum_{1}^{t} c_{k} x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x_{n}^{\alpha_{n}}
$$

Minimize $f_{0}(\mathbf{x})$
subject to $f_{i}(\mathbf{x}) \leq 1$,

$$
g_{i}(\mathbf{x})=1,
$$

where $f_{i}(\mathbf{x})$ are posynomial function, and $g_{i}(\mathbf{x})=0$ are monomial function.

- step 2 :

Change variable

$$
\begin{gathered}
y_{i}=\log x_{i} \\
x_{i}=e^{y_{i}}
\end{gathered}
$$

Then the optimization problem will be Minimize $f_{0}(y) e^{a^{T} y+b_{k}}$ subject to $\sum_{k=1}^{k_{i}} e^{a_{i k}^{T} y+b_{k}} \leq 0$,

$$
e^{g_{i}^{T} y+h_{i}}=0,
$$

- step 3:

Now take $\log$ Minimize $\left.f_{0} \overline{( } y\right)=\log \left[e^{a^{T} y+b_{k}}\right]$
subject to $\log \left[\sum_{k=1}^{k_{i}} e^{a_{i k}^{T} y+b_{k}}\right] \leq 0$,

$$
g_{i}^{T} y+h_{i}=0,
$$

This is in convex form.

- step 4: Use interior point method to solve this convex optimization problem.


## Appendix C

## Adomian Polynomial based decomposition for cross-coupled differential equations

By applying KCL at node 1 and 2 we get

$$
\begin{align*}
& C_{1} \frac{d v_{0}^{+}}{d t}+\beta_{1}\left(v_{0}^{+}-v_{t h}\right)^{2}+\beta_{1}\left(v_{0}^{-}-v_{t h}\right)^{2}=I_{1}(t)  \tag{C.1}\\
& C_{1} \frac{d v_{0}^{-}}{d t}+\beta_{1}\left(v_{0}^{-}-v_{t h}\right)^{2}+\beta_{1}\left(v_{0}^{+}-v_{t h}\right)^{2}=I_{2}(t) \tag{C.2}
\end{align*}
$$

Substituting the values of $I_{1}(t)$ and $I_{2}(t)$, equations (1) and (2) becomes

$$
\begin{gather*}
C_{1} \frac{d v_{0}^{+}}{d t}+\beta_{1}\left(v_{0}^{+}-v_{t h}\right)^{2}+\beta_{1}\left(v_{0}^{-}-v_{t h}\right)^{2}=\frac{I_{\max }}{t_{1}} t  \tag{C.3}\\
C_{1} \frac{d v_{0}^{-}}{d t}+\beta_{1}\left(v_{0}^{-}-v_{t h}\right)^{2}+\beta_{1}\left(v_{0}^{+}-v_{t h}\right)^{2}=\frac{I_{\max }}{t_{1}}\left(t_{1}-t\right) \tag{C.4}
\end{gather*}
$$

Let $u=u_{0}^{-}-v_{t h}$ and $v=v_{0}^{-}-v_{t h}$ then

$$
\begin{gathered}
\frac{d u}{d t}=\frac{d v_{0}^{+}}{d t} \text { and } \\
\frac{d v}{d t}=\frac{d v_{0}^{-}}{d t} .
\end{gathered}
$$

Equations (C.3) and (C.4) becomes

$$
\begin{equation*}
C_{1} \frac{d u}{d t}+\beta_{1} u^{2}+\beta_{2} v^{2}=\frac{I_{\max }}{t_{1}} t \tag{C.5}
\end{equation*}
$$

$$
\begin{equation*}
C_{1} \frac{d v}{d t}+\beta_{1} v^{2}+\beta_{2} u^{2}=\frac{I_{\max }}{t_{1}}\left(t_{1}-t\right) \tag{C.6}
\end{equation*}
$$

Applying Laplace transform on both the sides

$$
\begin{gather*}
C_{1} s U(s)+L\left[\beta_{1} u^{2}+\beta_{2} v^{2}\right]=\frac{C_{2}}{s^{2}}  \tag{C.7}\\
C_{1} s V(s)+L\left[\beta_{1} v^{2}+\beta_{2} u^{2}\right]=\frac{C_{2} t_{1}}{s}-\frac{C_{2}}{s^{2}} \tag{C.8}
\end{gather*}
$$

Rearranging the equations

$$
\begin{gather*}
U(s)=\frac{1}{C_{1} s}\left[\frac{C_{2}}{s^{2}}-L\left[\beta_{1} u^{2}+\beta_{2} v^{2}\right]\right]  \tag{C.9}\\
V(s)=\frac{1}{C_{1} s}\left[\frac{C_{2}\left(t_{1} s-1\right)}{s^{2}}-L\left[\beta_{1} v^{2}+\beta_{2} u^{2}\right]\right] \tag{C.10}
\end{gather*}
$$

while taking laplace inverse transform:

$$
\begin{gather*}
u(t)=\frac{c_{2}}{c_{1}} \frac{t^{2}}{2}-L^{-1}\left[\frac{1}{s} L\left[\frac{\beta_{1}}{c_{1}} u^{2}+\frac{\beta_{2}}{c_{1}} v^{2}\right]\right]  \tag{C.11}\\
v(t)=\frac{c_{2}}{c_{1}} t_{1} t-\frac{c_{2}}{c_{1}} \frac{t^{2}}{2}+V_{s a t} L^{-1}\left[\frac{1}{s} L\left[\frac{\beta_{1}}{c_{1}} v^{2}+\frac{\beta_{2}}{c_{1}} u^{2}\right]\right] \tag{C.12}
\end{gather*}
$$

Equation (C.11) can be written as

$$
\begin{equation*}
u_{0}=\frac{c_{2}}{c_{1}} \frac{t^{2}}{2} \tag{C.13}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n+1}=-L^{-1}\left[\frac{1}{s} L\left[\beta_{1} \sum_{n=0}^{\infty} A_{m}(u)+\beta_{2} \sum_{n=0}^{\infty} B_{m}(v)\right]\right] \tag{C.14}
\end{equation*}
$$

In the same manner, equation (C.12) also can be written as

$$
\begin{equation*}
v_{0}=\frac{c_{2}}{c_{1}} t_{1} t-\frac{c_{2}}{c_{1}} \frac{t^{2}}{2}+V_{\text {sat }} \tag{C.15}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n+1}=-L^{-1}\left[\frac{1}{s} L\left[\beta_{1} \sum_{n=0}^{\infty} C_{m}(v)+\beta_{2} \sum_{n=0}^{\infty} D_{m}(u)\right]\right] \tag{C.16}
\end{equation*}
$$

Where $A_{m}, B_{m}, C_{m}$ and $D_{m}$ are adomian polynomials and given as

$$
\begin{gather*}
A_{m}=D_{m}=\frac{1}{m!} \frac{d^{m}}{d \lambda^{m}}\left[N\left[\sum_{m=0}^{\infty} \lambda^{i} u_{i}\right]\right]_{\lambda=0}, m=0,1,2 \ldots  \tag{C.17}\\
A_{0}=u_{0}^{2}=\frac{c_{2}^{2} t^{4}}{c_{1}^{2}} \frac{1}{4}=C_{0} \tag{C.18}
\end{gather*}
$$

similarly

$$
\begin{gather*}
B_{m}=C_{m}=\frac{1}{m!} \frac{d^{m}}{d \lambda^{m}}\left[N\left[\sum_{m=0}^{\infty} \lambda^{i} v_{i}\right]\right]_{\lambda=0}, m=0,1,2 \ldots  \tag{C.19}\\
B_{0}=v_{0}^{2}=\frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{4}}{4}\left(2 t_{1}-t\right)^{2}+V_{s a t}^{2}+\frac{c_{2}}{c_{1}} t\left(2 t_{1}-t\right) V_{s a t}=D_{0}  \tag{C.20}\\
u_{1}=-L^{-1}\left[\frac{1}{s} L\left[\frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{4}}{4}+\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t^{2} t_{1}^{2}+\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t^{4}-\frac{4 \beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1} t^{3}+\frac{\beta_{2}}{c_{1}} V_{s a t}^{2}+2 \frac{\beta_{2}}{c_{1}} \frac{c_{2}}{c_{1}} t t_{1} V_{s a t}-\frac{\beta_{2}}{c_{1}} \frac{c_{2}}{c_{1}} t^{2} V_{s a t}\right]\right] \tag{C.21}
\end{gather*}
$$

While taking laplace transform, we get

$$
\begin{equation*}
u_{1}=-\left[\frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{120}-\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1}^{2} \frac{t^{3}}{12}+\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{30}-4 \frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1} \frac{t^{4}}{20}+\frac{\beta_{2}}{c_{1}} V_{\text {sat }}^{2} \frac{t}{2}+\frac{1}{3} \frac{\beta_{2}}{c_{1}} \frac{c_{2}}{c_{1}} t_{1} V_{\text {sat }} t^{2}\right] \tag{C.22}
\end{equation*}
$$

while substituting these results in equation (C.11), we would get

$$
\begin{equation*}
u(t)=\frac{c_{2}}{c_{1}} \frac{t^{2}}{2}-\left[\frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{120}-\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1}^{2} \frac{t^{3}}{12}+\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{30}-4 \frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1} \frac{t^{4}}{20}+\frac{\beta_{2}}{c_{1}} V_{s a t}^{2} \frac{t}{2}+\frac{1}{3} \frac{\beta_{2}}{c_{1}} \frac{c_{2}}{c_{1}} t_{1} V_{s a t} t^{2}\right] \tag{C.23}
\end{equation*}
$$

similarly, $\mathrm{v}(\mathrm{t})$ can be derived as

$$
\begin{equation*}
v(t)=\frac{c_{2}}{c_{1}} t_{1} t-\frac{c_{2}}{c_{1}} \frac{t^{2}}{2}+V_{\text {sat }}-\left[\frac{\beta_{2}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{120}-\frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1}^{2} \frac{t^{3}}{12}+\frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} \frac{t^{5}}{30}-4 \frac{\beta_{1}}{c_{1}} \frac{c_{2}^{2}}{c_{1}^{2}} t_{1} \frac{t^{4}}{20}+\frac{\beta_{1}}{c_{1}} V_{\text {sat }}^{2} \frac{t}{2}+\frac{1}{3} \frac{\beta_{2}}{c_{1}} \frac{c_{2}}{c_{1}} t_{1} V_{\text {sat }} t^{2}\right] \tag{C.24}
\end{equation*}
$$
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