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Abstract

Wireless technologies of the fifth generation (5G) are vital to advancing Internet-of-

Things (IoT) networks in the future. Information security in wireless networks is one of

the most difficult problems due to the open nature of the wireless medium. A promising

approach to ensure strong security has been characterized as physical layer security, which

exploits the differences between the physical properties of signal channels to provide a

resilient and effectively degraded signal at an eavesdropper that cannot be recovered re-

gardless of the processing of the signal. This thesis presents a coherent framework for a

secure transmission and receiver for IoT devices. The proposed framework will operate

only in the physical layer. A study of symbol shuffling using channel state information

(CSI) in OFDM (Orthogonal Frequency Division Multiplexing) GFDM(Generalized Fre-

quency Division Multiplexing) are presented here. BER simulations of the multi-carrier

modulation schemes with proposed Physical Layer Security(PLS) technique. Further,

simulations of OFDM with the proposed PLS technique have been performed in order

to compare different equalizers, tap lengths, and modulations. Devices with limited re-

sources can benefit from these proposed PLS technique.

Keywords : PLS, Symbol shuffling, CSI, OFDM, GFDM, Secrecy Capacity

i



TABLE OF CONTENTS

Abstract i

List of Figures iv

List of Tables 1

1 Introduction 1

1.1 Wireless Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Multicarrier Modulation Scheme . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Motivation & Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 11

2.1 Physical Layer Encryption(PLE) . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Physical layer Security(PLS) . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Existing IoT security technique . . . . . . . . . . . . . . . . . . . . . . . 20

3 Methodology & Proposed Work 21

3.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Proposed Physical Layer Security Method . . . . . . . . . . . . . . . . . 23

4 Experimental Results 27

4.1 Comparison Of Legitimate Channel and Eavesdropper Channel capacity . 28

ii



Title

4.2 Channel Secrecy Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 BER after PLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.4 Channel Knowledge Parameter . . . . . . . . . . . . . . . . . . . . . . . 34

4.5 BER comparison in OFDM & GFDM after PLS Technique . . . . . . . . 35

4.6 Different Equalizer Comparison after PLS technique . . . . . . . . . . . . 37

4.7 Different Modulation(M) & Channel tap length(L) performance in terms

of BER after PLS technique . . . . . . . . . . . . . . . . . . . . . . . . . 39

5 Conclusion & Future work 40

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

APPENDICES 41

A MATLAB Code 42

TABLE OF CONTENTS iii



List of Figures

1.1 OSI model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 OFDM block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 GFDM Block Diagram[11] . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 OFDM to GFDM symbol arrangement . . . . . . . . . . . . . . . . . . . 9

2.1 Wireless Security Category . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Shannon’s cipher system[14] . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Wyner’s wiretap channel [14] . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Physical Layer Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Block diagram includes Proposed PLS technique . . . . . . . . . . . . . . 23

4.1 Multipath fading effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 Channel capacity comparison of Legitimate & Eavesdropper channel(without

PLS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.3 OFDM channel capacity(N=28) . . . . . . . . . . . . . . . . . . . . . . . 30

4.4 OFDM channel capacity(N=80) . . . . . . . . . . . . . . . . . . . . . . . 30

4.5 OFDM channel capacity(L=2) . . . . . . . . . . . . . . . . . . . . . . . . 31

4.6 OFDM channel capacity(L=8) . . . . . . . . . . . . . . . . . . . . . . . . 31

4.7 Channel secrecy capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.8 BER comparision Of BoB & Eave after PLS . . . . . . . . . . . . . . . . 33

4.9 BER in OFDM after PLS with channel knowledge parameter . . . . . . . 34

iv



Title

4.10 α=0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.11 α=0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.12 α=0.001 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.13 BER in OFDM & GFDM after PLS . . . . . . . . . . . . . . . . . . . . . 35

4.14 OFDM & GFDM symbol arrangement . . . . . . . . . . . . . . . . . . . 36

4.15 Different equalizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.16 Different M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.17 Different L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

LIST OF FIGURES v



Chapter 1

Introduction

Wireless communication is everywhere in the world in modern technologies. Cellular

communication alone is reachable to almost every part of the world. Applications of

Wireless networks includes banking and other financial transactions, social networking,

environmental monitoring and many others. So, the wireless network security is very im-

portant in today’s scenario. Conventionally Security has been considered at upper layer

of communication networks not at the physical layer. Cryptography based method is

the very widely used method for security purpose and in current situation it works well.

The encryption of data can become difficult in low-powered devices due to issues such as

key management and computational complexity. A message can go through numerous

intermediate terminals on its way from the source to the destination in an ad hoc network

In sensors or Radio Frequency Identification (RFID) networks,in which the end devices

are of very low complexity[1]. For these and other reasons, methods that are based on

physical layer properties of channel takes appreciable interest to secure data transmis-

sion. These methods are based on information theoretic results which is related to Claude

Shannon’s early work on the mathematical theory of communication. Symmetric key en-

cryption based method was Shannon’s work, perhaps a more relevant development in

this area was Aaron Wyner’s work on the wiretap channel,which inaugurated the idea

that communication channels themselves can impart confidentiality without using shared

secret keys[1].
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Wireless physical layer security has become a crucial research topic in modern tech-

nologies, and considerable improvement has been made in understanding the underlying

ability of the physical layer to ensure secure communications and to find the successive

limits of this ability. To mitigate the ability of potential eavesdroppers so that she could

not able to gain information there has been two principle properties of radio transmission

diffusion and superposition can be exploited to provide confidentiality. These mecha-

nisms contains the exploitation of different properties which includes fading, interference,

and path diversity(with the use of multiple antennas),this can be used to extract shared

secret key from the physical layer properties.

1.1 Wireless Security

In terms of security wired communication is more secure compared to wireless commu-

nication. During wired communication, devices are linked through nodes and cables, so

that unauthorized users are not able to see or access confidential messages. Furthermore,

users are becoming increasingly concerned about security in wireless networks because

of open communication. The OSI protocol architecture is typically used in wireless net-

works[2]. OSI model with transmitter(Node A), receiver(Node B) & wireless medium is

as shown in Fig.1.1. The security threats and vulnerabilities at each layer of OSI are

protected separately and are aligned to the wireless network’s security requirements[3].

Security concerns are traditionally addressed over the physical layer(Lower layer) in the

seven-layer OSI model of computer networking, such as with cryptography, which is used

at the application layer if the physical layer has already enabled an error-free link [4].

Cryptographic methods usually encrypt plain texts using special algorithms that are

computationally infeasible for the adversary(eavesdropper) to decrypt if they don’t have

access to the encryption keys. Despite this, security methods such as encryptions may

no longer be sufficient due to the improvement of computers’ computing abilities and

methods of breaking encryption algorithms.

CHAPTER 1. INTRODUCTION 2
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Figure 1.1: OSI model

A robust form of security for wireless networks has been studied at the physical layer

as a promising approach. Essentially, physical layer security is achieved by exploring

how various physical properties of signal channels affect the capability of achieving secu-

rity, i.e., security without any limitations regarding the eavesdropper’s computing power.

Therefore, physical layer security is typically considered an information-theoretic security.

Different OSI layers use different authentication protocols. Our focus is on Physical

layer security which is an emerging technique of securing the open communication

environment against eavesdropping attacks at the physical layer. The study of models,

methods, and algorithms that aim to reinforce the secure communication systems by

utilizing the properties of the physical layer has been developed a dynamic research

area,which is known as physical layer security[5]. For resource limited scenarios(IoT

devices) encryption-based algorithms and standards are not perfectly appropriate because

CHAPTER 1. INTRODUCTION 3
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of the low computational cost and low powered devices. The physical layer security

technologies, is believed to be effective supplementary over upper layer encryption based

security for wireless network security.[6]

The physical layer security technologies have the following advantages[6].

• Attaining perfect secrecy [7, 8]. It has been demonstrated from the knowledge

of information theory that even the eavesdropper is computationally powerful the

physical layer security has the capability to reach perfect secrecy . In encryption

based method eavesdropper can decrypt the message via brute-force calculation

which is not in the case of physical layer security.

• Low computational complexity and resource consumption [7]. No need to man-

age key as physical layer security does not depend on the computing capability of

hardware equipment,and it is lightweight in terms of computational complexity and

resource requirements.

• By exploiting physical layer properties, such security technologies can accommodate

the changes of wireless channel by optimizing the system parameters and transmis-

sion schemes.

1.2 Multicarrier Modulation Scheme

This choice of multi carrier techniques is motivated by the desire to fool an illegitimate

user (an eavesdropper), so that the an eavesdropper is not able to untangle the informa-

tion. The technique proposed in this thesis involves shuffling and reshuffling operations,

which can be achieved if multiple options or multicarrier techniques are used.

1.2.1 OFDM(Orthogonal Frequency Division Multiplexing)

Orthogonal frequency-division multiplexing (OFDM) is a method of digital signal modu-

lation in which a single data stream is split across several separate narrow band channels

to reduce interference at different frequencies. Fig 1.2 represents block diagram of OFDM.

CHAPTER 1. INTRODUCTION 4
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Detailed explanations are provided in this section.

In an OFDM system, Transmitted input bit stream is encoded into one data sym-

bol. Such N symbols are modulated using any digital modulation technique which is

known as bit mapping IFFT process maps N symbols onto N sub carriers and maintains

orthogonality of each subcarrier.

x(n) =
1√
N

n−1∑
k=0

X(k)ej2πnk (1.1)

One transmitted OFDM symbol contains such N number of IFFT processed samples.The

Figure 1.2: OFDM block diagram

transmitted OFDM symbol convoluted with channel taps h(l).

At the receiver side FFT of y(n)

Y (k) =
1√
N

n−1∑
n=0

y(n)e
−j2πnk

N (1.2)

H(k) =
1√
N

n−1∑
l=1

h(l)e
−j2πlk
N (1.3)

CHAPTER 1. INTRODUCTION 5
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Using demapping symbols convert into output bit stream.

The new encryption scheme is employed in OFDM at the physical layer[9]. The new

scheme confuses the subcarrier for dummy data and reoredr the training symbol by a

new secure sequence. The system is robust to various attacks with security analysis.

OFDM Modulation and Demodulation

• Let h = [h0, h1 . . . hL−1] are the L Gaussian i.i.d fading channel coefficients with

mean 0 and variance 1 .

y[k] =
L−1∑
l=0

hlx[k − l] + n[k] (1.4)

• Channel Model (Cyclic prefix based Transmission)[10]

y = Hcirx + n (1.5)

– y ∈ CN×1 is the received vector.

– Hcir ∈ CN×N is the circulant matrix.

– x = Ets is the modulated transmitted data, where s is the conventional modulation symbols and Et ∈ CN×N

is the modulation matrix .

– n ∈ CN×1 is the AWG noise with mean 0 and variance σ2.

• Let Er ∈ CN×N be the demodulation matrix, than the effective channel becomes,

ȳ︷︸︸︷
Ery =

Hd︷ ︸︸ ︷
ErHcirEt s +

n̄︷︸︸︷
Ern

Et =
1√
N

[a0, a1, a2, . . . , ak . . . aN ]

• where ak is kth column vector ofEt containing the elements, aN,k[n] = exp( j2πkn
N

)forn =

0, . . . , N − 1.

Hd = ErHcirEt (1.6)

CHAPTER 1. INTRODUCTION 6
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Hd =



H0 0 . . . 0

0 H2 . . . 0

...
...

. . .
...

0 0 . . . HN−1


(1.7)

• Therefore the effective channel is denoted as,

ȳ = Hds + n̄ (1.8)

• By applying inverse of the channel effect for each subcarrier,

ŝ[k] =
ȳ[k]

Hk

= s[k] +
n̄[k]

Hk

fork = 0, . . . , N − 1. (1.9)

OFDM drawbacks

• As the phases of the subcarriers are independent of each other in OFDM, the

modulation typically exhibits a large dynamic range. The phases may combine in

constructive or destructive manner.

• High out of band leakage

• High PAPR.

• To overcome OFDM drawbacks new MCM(Multi Carrier Modulation) scheme is

introduced it is known as GFDM(Generalized Frequency Devision Multiplexing).

CHAPTER 1. INTRODUCTION 7
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1.2.2 GFDM(Generalized Frequency Division Multiplexing)

GFDM is used filtering method for each subcarrier. In a single processing unit, multiple

symbols(sub symbols) across the whole frequency span is processed. Unlike OFDM sub-

carrier is no longer orthogonal in the case of GFDM and characteristics of each subcarrier

can change, accordingly interleaving of different types of subcarrier is possible. It can

still have satisfactory spectral efficiency and satisfactory out of band emission. It can

have MIMO support as well. GFDM does not have good control of in band emission or

spectral efficiency is not that much improved compared to other multicarrier modulation

techniques. In GFDM pulse shaping filter is used as filter and applied on each subcarrier.

In a single step multiple symbols(sub symbols) are processed per subcarrier[11].

Figure 1.3: GFDM Block Diagram[11]

GFDM in IOT

In order to avoid the limitations of OFDM and extend the battery life of devices in

the IoT, wireless data can be transmitted in a simultaneous manner through symbol

allocation and joint subcarriers through multiuser GFDM for IoT[12]. IoT devices run

on 5G networks have limited resources and are energy-constrained. The proposed scheme

in[12] was termed as SWIPT.

CHAPTER 1. INTRODUCTION 8
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Figure 1.4: OFDM to GFDM symbol arrangement

In IoT, GFDM for multiuser downlink is analyzed based on its 2-D time-frequency

block structure. Fig.1.4 represents OFDM & GFDM symbols/subsymbol arrangement

where it could be noticed GFDM has frequency and time division(2-D structure) which

increases transmission rate compare to OFDM. As a result of the numerous connections

that will be present in future 5G scenarios, SWIPT scheme for GFDM , which can improve

spectrum efficiency, higher transmission rate and battery life extension simultaneously,

would be the qualified candidate for the 5G-based IoT[12].

1.3 Motivation & Goal

The key idea of physical layer security is to ensure security of information data at the

physical layer by taking advantage of the difference between the legitimate(Alice to Bob)

channels and eavesdropper channels which can be generated by the randomness of wire-

less mediums (such as channel fading and noises). As this technology does not excessively

depends on computational capability of device it is more advantageous to resource limited

devices. As a result of traditional upper layer cryptography, transmissions are vulnerable

to a host of passive and active attacks. MAC headers and physical packet headers can

be used as an attacker since they are in plain text and contain information such as data

rates, mapping schemes, side channel information (SCI) and packet length.[13]. Physi-

CHAPTER 1. INTRODUCTION 9
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cal layer security with low complexity can supplement or replace cryptography techniques.

As IoT devices are typically low-cost, their storage memory and processing power are

fairly limited. Furthermore, most IoT devices use batteries for power, which puts signif-

icant strain on energy sources. A PLS strategy that is highly energy-efficient and can

be implemented with low complexity is required to combine low-cost and low-power con-

sumption features. In this thesis a secure way of transmission and receiver framework is

proposed for these devices which will operate only in the physical layer. A study of sym-

bol shuffling using (CSI) in OFDM & GFDM are implemented here. BER simulations of

the multi-carrier modulation schemes with proposed Physical Layer Security(PLS) tech-

nique. Moreover, simulation of OFDM with proposed PLS technique in terms of secrecy

capacity, a different equalizer comparison , channel tap length , different modulation are

included. These techniques can augment conventional cryptography for devices with lim-

ited resources.

1.4 Thesis Outline

This thesis is organized as follows. Chapter 2 includes literature overview of physi-

cal layer Encryption(PLE)(Explained Shannon’s cipher in detail), Physical Layer Se-

curity(PLS)(Explained Wyner’s model in detail) and exciting IOT security technique.

Chapter 3 includes methodology and proposed work with system model & mathematical

equation. Chapter 4 includes experimental results of proposed PLS technique over dif-

ferent parameter(Modulation,channel tap length, equalizer,OFDM,GFDM) BER plot in

MATLAB. Chapter 5 includes Conclusion of proposed PLS technique with its application

future work.

CHAPTER 1. INTRODUCTION 10
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Literature Review

Figure 2.1: Wireless Security Category

There are two main section in literature: Physical layer security (without key) and

Physical layer encryption (with key) as shown in fig. 2.1. Further also included existing

IoT security techniques.

11
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2.1 Physical Layer Encryption(PLE)

A discussion of wireless secret key generation techniques using physical layer character-

istics is presented in this section. Shannon’s cipher system, which can be seen in Fig 2.2,

was used to pioneer the study of information theory.

As is depicted in Fig. 2.2, Shannon considered a noiseless cipher system. 2.1. A sender

(Alice) sends a message M to a receiver (Bob) in secret, so as not to be intercepted by

an Eavesdropper (Eve), who wants to intercept Alice and Bob’s communication. Eave

is unaware of the secret key K that Alice and Bob share. During encryption, Alice uses

this key to encrypt the message M, and Bob uses this key to decrypt the message from

codeword X. If the mutual information between the message M and the codeword X ,

which is overheard by Eve, is exactly zero then the communication scheme is considered

to be secure.

I(M ;X) = 0 (2.1)

Mutual information in terms of entropy is

I(M ;X) = H(M)−H(M/X) (2.2)

H(M) = −
∑

p(m)log2 p(m) (2.3)

H(M) describes the entropy of M that describes the uncertainty about the random

variable M in equation 2.3, where p(m) is the probability that M will take on the value

m, while the conditional entropy H (M /X) describes the residual uncertainty in M after

X has been observed. I(M ; X ) = 0 thus infers that there is uncertainty H (M) is equal to

the uncertainty H (M /X ). That is to say, the message M and the codeword X should be

CHAPTER 2. LITERATURE REVIEW 12
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Figure 2.2: Shannon’s cipher system[14]

statistically independent. This condition is known as perfect secrecy and cannot reveal

any information about the message M based on the observed codeword X. Eve, though

computationally superior, can still infer confidential information by simply guessing the

transmitted message when the observed codeword is ignored. According to Shannon,

perfect secrecy is achievable if the entropy of the secret key (K) H(K) is as large as the

entropy of a message is H (M). i.e., H (K)≥H (M ).

Based on the assumption that the message and the secret key are sequence of binary

numbers, perfect secrecy is achieved by the one-time pad approach , where the codeword

X is simply the binary addition [exclusive or (XOR) operation] of the message and the

secret key; i.e., X = M ⊕ K. The concept extends beyond the binary case and the crypto

lemma is true in a much more general setting [14].

Drawbacks of Shannon’s Cipher system

• key management, distribution, and maintenance processes

• longer key length

• The conventional cryptography technique can be cracked by fast development and

advances in computing power devices.

• New Wireless technologies are time delayed, limited in power and processing re-

stricted and so cryptography technique are not much suitable to it.

Key management techniques must required in Physical Layer Encryption(PLE) meth-

CHAPTER 2. LITERATURE REVIEW 13
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ods. In[15] represents three unconventional approaches to keying variable management.

Public key crypt system is utilized to transport keying variable for crypt system in first

approach,UHF radio channel is used to determine crypt variable in second approach.

Third approach is based on respective characteristics exhibited by convolution and de-

convolution estimation. In Ref.[16] the pulse response of the legitimate channel is used

as the random source to distill the keys and found the secret key generation issue for the

ultra-wide band (UWB) channels. In Ref. [17] generated a key agreement strategy which

is depends upon LLR thresholding. Ref[18] used the received signal strength as the com-

mon randomness for the legitimate users, which has not high computational complexity.

probabilistic ciphering was explained in[19], It is also encryption based method ,the sensor

outputs are randomly mapped to a set of discrete quantization levels,and the respective

probabilities are only known to the Legitimate Fusion Center(LFC) but unknown the

Eavesdropping Fusion Center(EFC). By optimizing the probability distribution, a high

error floor is generated for the signal detection at the EFC,it is guaranteed transmission

security. Probabilistic ciphering improves the system security performance in[20].

2.2 Physical layer Security(PLS)

Wyner introduced the wiretap channel as the first basic physical layer security model.

A method to generalize Shannon’s cipher is presented that considers reliable and secret

communication over noisy channels [14].

In some ways, Wyner’s wiretap channel task is similar to Shannon’s cipher. As shown

in Fig. 2.3, Wyner considered noisy channels. The objective is to reliably reconstruct the

message at Bob’s side (receiver) without a secret key, unlike Shannon’s cipher system.

Therefore, Alice has to convert M into codeword Xn and retrieve message from Y n.

For reliable transmission

P (M̂ 6= M)

Codeword of length n makes use of the channel n times

CHAPTER 2. LITERATURE REVIEW 14
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Figure 2.3: Wyner’s wiretap channel [14]

Where Xn = (X1, ...Xn), Y n = (Y1, ...Yn), Zn = (Z1, ...Zn)

Where Y n and Zn is channel output at Bob((legitimate receiver) side and Eve side(illegitimate

user) respectively. There must be strict statistical independence between the message M

and the channel output Zn at Eve. Since communications channels are noisy, statistical

independence can only be computed asymptotically in lengths of blocks n. Conditional

entropy can be defined as:

1

n
H(M/Zn) ∼=

1

n
H(M) (2.4)

Weak secrecy is defined as:

1

n
I(M ;Zn)→n→∞ 0 (2.5)

Weak secrecy has its vulnerabilities and can be strengthened by dropping the division

by n.

I(M;Zn)→n→∞ 0

The secrecy capacity of discrete memory less wiretap channel is given by:

Cs = max
V−X−(Y,Z)

(I(V ;Y )− I(V ;Z)) (2.6)

V is artificial noise in system which make eavesdropper’s channel noisier.

Drawbacks of Wyner’s wiretap channel [14]:
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• Typically, Eve’s channel is assumed to be less effective than Bob’s, which isn’t

always the case for practical purposes.

• There is a trade-off between capacity and secrecy.

In [21] presents a low density parity check code (LDPC) coding scheme for gaussian

wiretap channels. To hide data from evesdropper the messages are transmitted over

punctured bits. Alice and Bob must be able to communicate reliably to prevent eaves-

dropping by keeping the security gap SNRB/SNRE as small as possible.o defend against

eavesdropper.

Difference between Shannon’s and Wyner’s Model:

• Wyner’s model consider presence of noise in communication channel which was not

include in Shannon’s model.

• Shannon’s model has some secret key between Alice and Bob while in the case

of Wyner’s model local random number generator(key in one time pad) in Alice

encoder which is known by Alice only. Wyner’s model has not any secret key.

In some of the literature Lower(Physical) Layer security is categorized as follows[2]

i)SINR based (key less)approach: concept behind this approach is compare

SNRE(at eavesdropper side) < SNRB(at bob side).This approach does not require any

secret key and can practically achieve perfect secrecy,most processing as at transmitter

side and enhance Bob’s performance. For better. It is recommended that Eve’s SINR

must be less than Bob’s SINR and also Eve’s fading must be more then Bob. Security is

achieved at the cost of capacity.

ii)Complexity(key) based approach: Concept behind this approach is extracting

the random keys from the channel of the legitimate user to manipulate data at the upper

layer or physical layer. This approach solves the problem of key distribution. It also
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provide confidentiality even if Eve’s channel is better than Bob’s channel and provides

authentication. It is assumed that Eve has limited computational power. Due to key

approach computational power is essential element and so key must has limited length

which effects perfect secrecy.Secrecy can not achieve if Eve is able to know Bob’s channel.

Most process are at transmitter and receiver both side which results in power,delay and

overhead costs.Most commonly used.

In the literature, many PLS schemes have been developed. some of them are artificial

noise injection, the secure beam forming/precoding, the anti-eavesdropping signal design,

the cooperation-based secure transmission techniques, power allocation and resource al-

location schemes, etc.

The Artificial Noise (AN) injection technique transmits the information-containing

signal along with the AN, thus adversely affecting the performance of the eavesdropper.

Information-bearing signals and ANs are injected into range space and null space of the

legitimate user’s channel matrix, respectively [22]. It is known that many AN-based

PLS schemes require multiple antennas to be deployed at the transmitter[23, 24], which

meets certain requirements for IoT devices such as low cost and small size. An OFDM

system uses a wireless power jammer to improve secrecy. [25]. Power allocation policy

was developed to maximize secrecy information rate while maintaining harvest energy

requirements for the energy receiver[26, 27] . The above works are concerned about co-

operative AN injection strategies are designed.

The Compressive Sensing (CS) technique compresses sparse signals with a lower sam-

pling rate than Nyquist sampling. It was used to obtain physical layer security (PLS) in

a recent study [28]. Linear transformation is used in CS to transform sparse information-

bearing signals. The information-bearing signals are multiplied by a measurement matrix.

If the measurement matrix is unknown to the eavesdropper the transmission secrecy can
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be achieved. In [29] proposed a method for constructing the measurement matrix using an

m sequence. The m sequence is generated through the use of a random seed. This random

seed is generated from RSSI values and RSSI values of packets exchanged between the

legitimate user pairs. In ref [30], a CS-based encryption scheme was developed for multi-

carrier systems. The bit flipping technique is applied to secure communications between

massive sensor nodes and the legitimate fusion center (LFC). According to this method,

nodes are divided into two groups based on the strength of their channel gains to the LFC.

Researchers have proposed a threshold-based bit-flipping scheme in Ref. [31]. In

this scheme, LFC transmits two thresholds s and w to the sensors,to autonomously clas-

sify themselves into strong or weak groups sensors compare their channel gains with the

thresholds s and w . In order to degrade the eavesdroppers’ signal reception, Cooperative

secrecy is a mechanism that lets friendly nodes create artificial interference by acting

as a jammer. Conventionally encryption based method is used for wireless security. To

achieve the comprehensive security requirements of authenticity, confidentiality, integrity,

and availability different security mechanisms can be applied at each layer[1]. To prevent

illegitimate access of illegitimate users, at the link layer, secure medium access control

(MAC) can be used. To provide encrypted security service at the network layer Virtual

Private Network(VPN) can be used.At the transport layer secure socket is deployed to

authenticate legitimacy of user[6]. To encrypt user’s confidential information at applica-

tion layer Hyper Text Transfer Protocol can be deployed. Due to the heavy computation

complexity and high resource cost, it is difficult for deploying the encryption-based secu-

rity technologies into resource limited scenario, such as in low-end network in which the

communication equipments may be low-cost with low battery capacity, and low complex-

ity compatibility.

Almost every aspect of PLS for VLC is addressed in [32], including different chan-

nel models, input distributions, network configurations, precoding/signaling strategies,
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and confidentiality capabilities and information rates. A wireless communication system

equipped with an intelligent reflecting surface (IRS) is examined to determine if artifi-

cial noise (AN) improves the secrecy rate [33]. Simulation results indicate that the new

setup with IRS reflect beamforming benefits from the incorporation of AN in transmit

beamforming. From the point of view of physical-layer security. In [34] investigated

transmission optimization for IRS assisted multi-antenna systems. The design goal is to

maximize the system secrecy rate subject to the source transmit power constraint and

the unit modulus constraints imposed on phase shifts at the IRS.

2.2.1 Concluding remarks about some of the existing PLS tech-

niques

Among the PLS methods mentioned above, each has its strengths and weaknesses. The

artificial noises needed for AN injection can be generated using a pseudo-random number

generator, for which a wide range of already existing algorithms can be used. While

the AN injection approach provides secrecy benefits, it consumes more energy to send

the artificial noise signal [22]. A secure transmission method based on CS does not re-

quire any additional power expenditure, thereby energy efficient [28]. Unlike CS-based

approaches, bit flipping reduces implementation complexity and overcomes the weak-

nesses of CS based approach [31]. Bit flipping involves the transmission of false data

by the sensors within the weak group to confuse the eavesdropper, which is a waste of

power and bandwidth. Cooperative secrecy (CS) does have a major downside, namely

the amount of signaling needed for devices to coordinate each other in a network, which

makes the protocol design complicated. In Ref. [35] developed algorithms, respectively,

to amplify-and-forward (AF) and decode-and-forward (DF) to worsen the eavesdropper

channel by sending weighted artificial noises independently from the relay nodes. The

enhancement of the physical layer is found in Ref. [26] where cooperative jamming and

secure beamforming were combined to provide security.
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2.3 Existing IoT security technique

In the context of sensing applications, IoT provides a vision of a future internet in which

any object with computing, sensing, and communication capabilities can communicate

with other devices using Internet protocols. Lightweight cryptography is an encryption

method which is used for resource limited devices for low computational complexity. AES

and SHA work Good together, they face issues in an Internet of things (IoT)/embedded

world due to two much power consumption [36] and lightweight cryptography is less se-

cured[37].

IoT devices are comprised of a variety of low-cost components. Most IoT devices

have limited storage memory and rely on batteries for power, which results in very lim-

ited computing and communication capabilities. As a consequence, it is forbidden to

use complicated cryptography protocols and sophisticated encryption and decryption al-

gorithms. In contrast to traditional cryptography methods, Proposed Physical Layer

Security (PLS) focuses on how wireless channels can enhance the performance at legiti-

mate receivers.
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Chapter 3

Methodology & Proposed Work

3.1 System Model

Figure 3.1: System Model

Fig. 3.1 illustrates this example of a three-node network where a third-party, Eave

listens in on transmissions from Alice to Bob in order to intercept the transmissions.

Communication channel from Alice to Bob is called the legitimate channel, between Alice

to Eave is known as eavesdropper channel. Due to the different geographical locations

of the two receivers, the signals received by them are usually different. Signals passing

through the two channels are subject to different fading effects. B and E in fig. 3.1
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represents channel model between Alice-Bob Alice-Eave respectively.

YB = HBX + nB (3.1)

YE = HEX + nE (3.2)

In equation 3.1 & 3.2 represents output at the Bob and Eave side respectively. HB & HE

represents diagonal channel matrix. It is representation of channel fading co-efficient. X

is input symbol. nB & nE is additive white Gaussian noise.

3.2 Block Diagram

Figure 3.2: Physical Layer Block Diagram

Fig 3.2 represents Physical layer block diagram. The transmitter comprises of a

source encoder,channel encoder and modulator. The information has been transmitted

by data source. Analog to digital converter is used to digitized the data source. The

purpose of the source encoder is to remove as much redundancy as possible from the

(digitized) output of the information source. The channel encoder introduces controlled

redundancy into the binary information sequence by applying error-correcting codes. The

channel encoder introduces controlled redundancy into the binary information sequence

by applying error-correcting codes. The primary purpose of the digital modulator is to
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map the binary information sequence into signal waveforms[38][39].Baseband processing

includes Multi carrier Modulation scheme. Thesis focuses on OFDM & GFDM. Wireless

channel introduces unintended distortion to the transmitted signal by, for example, adding

noise and introducing fading . The receiver follows the reverse process of transmitter. It

consists of Demodulator, Channel decoder, source decoder and DAC(Digital to Analog

converter). Figure 3.3 is representation of system model in terms of block diagram. It

Figure 3.3: Block diagram includes Proposed PLS technique

includes proposed Physical Layer Security(PLS) technique. The green block is added

in basic physical layer block diagram. It represents symbol shuffling and reshuffling

according to Channel State Information(CSI) of legitimate user (Alice & Bob) channel.

3.3 Proposed Physical Layer Security Method

Channel matrix Hd of the OFDM explained in section 1.2:

Hd = ErHcirEt,

Hd =



H0 0 . . . 0

0 H1 . . . 0

...
...

. . .
...

0 0 . . . HN−1


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3.3.1 Methodology

High Level Idea: Input Symbols have been shuffled according to CSI of legitimate

channel(Alice-Bob). So the real order of the symbol is completely unknown to eavesdrop-

per and it is become difficult for eavesdropper to decode the information properly.

• Let’s take an example for N subcarrier

• Output at Bob’s side

YB = HBX + nB (3.3)



Y0

Y1

Y2

...

YN


=



h0 0 . . . 0

0 h1 . . . 0

...
...

. . .
...

0 0 . . . hN−1





X0

X1

X2

...

XN−1


+



n0

n1

n2

...

nN−1


• Assume ascending order of CSI(Principle Diagonal elements of HB )

h5 < h17 < hN−2 < . . . < hN−4

• Now shuffled input symbol according to above CSI and named it as Xshuffle

Xshuffle =



X5

X17

XN−2

...

XN−4



ỸB = HBXshuffle + nB (3.4)
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

Y0

Y1

Y2

...

YN−1


=



h0 0 . . . 0

0 h1 . . . 0

...
...

. . .
...

0 0 . . . hN−1





X5

X17

XN−2

...

XN−4


+



n0

n1

n2

...

nN−1


• Output at Eavesdropper side

ỸE = HEXshuffle + nE (3.5)

• Shuffled location known to only legitimate receiver(Bob).

– As the shuffled location is known to Legitimate receiver(Bob) only and so only

Bob can decode the information with correct location.

ỸB =



Ỹ5

Ỹ17

ỸN−2

...

ỸN−4


, ỸE =



Ỹ0

Ỹ1

Ỹ2

...

ỸN−1


where ỸB and ỸE is output at Bob and eavesdropper side after shuffling the input

symbols.

The proposed PLS technique has been a shuffling of input symbols based on the CSI of

legitimate channel (Alice-Bob) co-efficient. As per the user’s preference, user can sort

input symbols in ascending or descending order. Proposed PLS technique has been used

legitimate channel co-efficient for shuffling order and therefore, the actual order(true or-

der before shuffling) of the symbols is unknown to the eavesdropper, and therefore, it is

difficult for the eavesdropper to decode the information properly. The effectiveness of
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this technique can increase as the number of sub carriers increases since eavesdroppers

will have more difficulties decoding information even by brute force attack. So, proposed

PLS technique is valid for multicarrier modulation schemes only. Eavesdropper is as-

sumed to be less equipped than legitimate users here. There are some challenges in the

proposed PLS technique. One of them is sharing the CSI order of legitimate channels

with legitimate users (Alice & Bob) and protecting them from eavesdropping attacks.
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Chapter 4

Experimental Results

The experimental setup consists of many parameters. It is vital for the experiment to

consider the channel model. In this thesis, we mainly focus on the Rayleigh fading channel

model, which is considered to be a reasonable assumption when the environment contains

multiple objects that make the radio signal scatter before it reaches the receiver [40], like

in densely populated urban areas where radio signals are likely to be scattered. Even

though Rayleigh fading is important for physical layer studies, there are some other fad-

ing models, like Rician fading, Nakagami fading, Log-normal shadow fading, and Weibull

fading, that are more suitable for some scenarios.

Rayleigh fading is a statistical model used to describe the effects of propagation environ-

ments on a radio signal, such as that used by wireless devices. According to Rayleigh

fading models, the magnitude of a signal passing through such a medium (also known

as a communication channel) will vary randomly in accordance with a Rayleigh distribu-

tion, the radial component of the sum of two uncorrelated Gaussian random variables.

Rayleigh channel model used in experiments considered for multipath scenario so it is

known as multipath (time delay) fading model. The detailed explanation is given in be-

low fig. where the channel conditions for single transmitter and receiver was considered.

This can be extended to multiple transmitter and multiple receiver.

CSI is one of the important parameter in the proposed PLS technique. CSI refers

to channel state information (or channel properties), which describes how a signal prop-
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Figure 4.1: Multipath fading effect

agates from a transmitter to a receiver, such as channel gain, fading distribution, and

noise strength. As a general rule, CSI can be broken down into two levels : instantaneous

CSI and statistical CSI. The instantaneous CSI represents the current channel condi-

tions, whereas the statistical CSI refers to the statistical characterizations of the channel,

which can be determined by knowing the instantaneous CSI. With the instantaneous

CSI, transmissions can be adjusted to the current channel conditions, which is crucial for

reliable communication, whereas the statistical CSI does not have such a benefit. Other

parameters used in experiment has been explained in inference section.

4.1 Comparison Of Legitimate Channel and Eaves-

dropper Channel capacity

Inference: Figure shows channel capacity of two different channels with eavesdropper

channel being noisier than legitimate channel, which degrades eavesdropper channel per-

formance. It could be understand by equation 4.1. The channel capacity C, is defined to
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Figure 4.2: Channel capacity comparison of Legitimate & Eavesdropper channel(without
PLS)

be the maximum rate at which information can be transmitted through a channel.

C

W
= log2(1 +

S

N
) (4.1)

where C = channel capacity

W = Bandwidth

S
N

= Signal to Noise ratio

Some of the was parameters used in Fig 4.2:

No of subcarrier = 64

Channel tap length =4

Noise variance of legitimate channel = 0.5

Noise variance of eavesdropper channel = 0.2

Modulation = OFDM
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4.1.1 Effect of changing Number of subcarrier(N) & channel

tap length(L) on channel capacity

Figure 4.3: OFDM channel capacity(N=28)

Figure 4.4: OFDM channel capacity(N=80)
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Figure 4.5: OFDM channel capacity(L=2)

Figure 4.6: OFDM channel capacity(L=8)

Inference: Fig 4.3 , 4.4 , 4.5 & 4.6 shows the effect of changing N & L. By increasing

the number of subcarriers and channel tap length, channel capacity is increased at higher

value of SNR.For With a low SNR, there won’t be much improvement.
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4.2 Channel Secrecy Capacity

Figure 4.7: Channel secrecy capacity

Inference: The amount of confidentiality the channel is capable of preserving against

eavesdroppers is its channel secrecy capacity. Channel Secrecy Capacity is difference

between legitimate(between Alice & Bob) channel capacity and Eavesdropper Channel

Capacity. From fig 4.7 it can be observed as SNR increases channel secrecy capacity

also increases. Low SNR values could allow eavesdroppers to access confidential infor-

mation(message). Secrecy capacity increases by increasing number of subcarrier(N) and

channel tap length(L).

Channel Secrecy Capacity = Legitimate Channel Capacity - Eavesdropper Channel Ca-

pacity.
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4.3 BER after PLS

Figure 4.8: BER comparision Of BoB & Eave after PLS

Inference: It is become difficult for Eavesdropper to decode complete information.

As CSI of Bob and Eavesdropper will not be same.So, even if Eavesdropper can find

shuffling technique it has very less probability that ascending order of both of legitimate

& eavesdropper channel will be same.

Fig 4.8 calculates BER after proposed PLS technique was applied . It was executed

number of iteration times(itr).

BERBOB=(1/itr)*sum(mean(Xbshuffle 6=Xbhat))

BEREAV E=(1/itr)*sum(mean(Xb6=Xehat))

In above equations comparison of symbol with shuffled location information(Xbshuffle)

and received output at Bob side(Xbhat) to calculate BERBOB. To calculate BEREAV E

comparison of symbol without shuffled location information (Xb) and output received at

Eave side (Xehat). As the shuffled location is only known to Bob BERBOB>BEREAV E

(in Fig 4.8).

In Fig. 4.8 signal is created with more confusion such that eavesdropper can’t decode the

information. In any of the cases eavesdropper error rate doesn’t go beyond 0.5 as both

the channel are completely different. We can consider output of fig.4.9 which is explained
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channel similarity with worst case scenario where error rate is approximatly 0.5

4.4 Channel Knowledge Parameter

Figure 4.9: BER in OFDM after PLS with channel knowledge parameter

Inference: Here the graph represents parameter α which changes the variance of

eavesdropper channel and this parameter effects the performance of Eavesdropper.The

detailed case is explained in the following section.

Parameter based on channel knowledge

Figure 4.10: α=0.1 Figure 4.11: α=0.01

Figure 4.12: α=0.001
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Inference:Eavesdropper channel is formulated using Bob’s channel and error channel

addition with parameter α.

Eavesdropper Channel = Bob’s channel + α*Error channel.

Blue line indicates Bob’s channel & Red line indicates α*Error channel

4.5 BER comparison in OFDM & GFDM after PLS

Technique

Figure 4.13: BER in OFDM & GFDM after PLS

Inference: Fig 4.13 represents BER comparison of OFDM & GFDM with the pro-

posed PLS technique. It can be observed that OFDM outperforms compare to GFDM

at legitimate(Bob) sid. At eavesdropper side both the modulation scheme perform equal

because shuffelled location is unknown to it.

Some of the parameters used in this experiment(Fig. 4.13):

N OFDM = number of symbols in OFDM taken over one time period

N GFDM = number of subsymbols in GFDM taken over one time period

For the above parameter consider this below Fig. 4.14:
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Figure 4.14: OFDM & GFDM symbol arrangement

Fig. 4.14 represents symbol arrangement in OFDM & GFDM. Where OFDM has

division in frequency while GFDM has division in frequency as well as time. For the

comparison purpose in this experiment both this quantity N OFDM & N GFDM should

be equal.

N OFDM = 256

N GFDM = 64× 4 =256 where 4 represents number of time slot(m) in GFDM & 16

represents number of subcarriers in GFDM
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4.6 Different Equalizer Comparison after PLS tech-

nique

Figure 4.15: Different equalizer

Inference: From the above graph 4.15 performance of three equalizer(Zero Forcing-

ZF, Linear Minimum Mean Square-LMMSE, Matched Filter-MF) have been compared

interms of BER. At Bob side ZF and LMMSE(Black & Blue) coincides with each other

and error decrease as SNR increases while MF gives almost constant output(Green line).

In the eavesdropper all the equalizer performance is approximately constant w.r.t to SNR

and it coincides(Yellow,Red & Pink).

In fig 4.15 comparison of different equalizer is shown. The mathematical equation for

this three equalizer are as shown below:

Detection of input symbol using Different equalizer shown below:

1)Zero forcing(ZF)

X̂b = Hb
−1YB (4.2)

X̂E = HE
−1YE (4.3)
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2)Linear Minimum Mean Square Error(LMMSE)

X̂b = ((
1

SNR
)−1I +HH

b Hb)H
H
b YB (4.4)

X̂E = ((
1

SNR
)−1I +HH

EHE)HH
E YE (4.5)

3)Matched Filter(MF)

X̂b = (SNR)Hb
HYB (4.6)

X̂E = (SNR)HE
HYE (4.7)

where

X̂b = Detection of input symbol at Bob side

X̂E = Detection of input symbol at Eaves side

YB = output at Bob side

YE = output at Eaves side

Hb & HE = Legitimate & Eavesdropper channel matrix
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4.7 Different Modulation(M) & Channel tap length(L)

performance in terms of BER after PLS technique

Figure 4.16: Different M

Figure 4.17: Different L

Inference: As M increases number of symbol increases and in constellation diagram

distance between two symbol decreases which leads to increase in BER. As channel

tap length increases BER also increases. At L=32,L=128 & L=256 almost coincides

with each other.
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Chapter 5

Conclusion & Future work

5.1 Conclusion

In this work, a novel Physical Layer Security(PLS) Scheme has been proposed and imple-

mented specially for low category devices. PLS scheme has the advantages to use chan-

nel properties for the security purpose. In this thesis We have proposed PLS technique

which is used Channel State Information(CSI) to shuffle the symbols.These proposed

scheme is applied in Multi carrier Modulation scheme. Motive to choose multicarrier

techniques is to confuse illegitimate user(eavesdropper) for security purpose so that ille-

gitimate user(eavesdropper) can not decode the information properly. CSI of legitimate

channel(between Alice & Bob) is ordered in ascending or descending order and according

to that order symbols of the information(message) signal. At receiver side order of that

is known to only legitimate receiver. It is unknown to illegitimate user(Eavesdropper).

It is difficult to decode the information efficiently from eavesdropper side as the order of

symbol is according to legitimate channel. It can be shown by experimental results of

Channel capacity and Bit Error Rate(BER).Also comparison of two multicarrier modu-

lation(GFDM & OFDM) in terms of BER compared.

IoT is composed of a large number of low-cost devices. The IoT devices are typically

equipped with limited storage memory and powered with batteries, which in turn yield
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very limited capabilities in terms of computing and communications., complicated cryp-

tography protocols and sophisticated encryption/decryption algorithms are prohibited

from being used. This proposed PLS technique can be extend this proposed pto different

multicarrier modulation scheme. This technique can be used as supplement to secure low

category devices(i.e.IoT devices).

5.2 Future Work

This proposed PLS technique can be extended to different Multicarrier Modulation

scheme like FBMC(Filter Bank Multicarrier) , UFMC(Universal Filter Multicarrier).

This PLS technique is used CSI and so it should include more realistic and practical

parameter(fading,interference & more no of eavesdropper) to observe the scenario in the

practical devices. Also share the order of shuffled symbol with both legitimate users(Alice

& Bob) is quite challenging in practical aspects. If eavesdropper will be strong(powered)

candidate to crack this security technique then that is also future orienting problem to

solve.

CHAPTER 5. CONCLUSION & FUTURE WORK 41



Appendix A

MATLAB Code

• Comparison Of Legitimate Channel and Eavesdropper Channel capacity

& Channel secrecy capacity

1 clc;

2 clearvars;

3 close all;

4 set(0,'defaulttextinterpreter ','Latex ');

5 L=4;

6 SNRdB =0:2:40; % SNR Range

7 SNR_lin =10.^( SNRdB /10);

8 %sigma=sqrt(

9 nbits =192000; % No of bits

10 %Xbins =60;

11 % hlen =4;

12 % h=randi ([0 3],1,hlen);

13 %for jj=1: length(SNRdB)

14 %CDF=zeros(size(SNRdB));

15 N_itr =10000; % no of iteration

16 N=64; %no of subcarriers

17 I=eye(N);
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18 D = dftmtx(N)/sqrt(N);

19 %Channel_capacity1=zeros(1,length(SNRdB));

20 Channel_cap_main=zeros(1,length(SNRdB)); % Initialize

legitimate Channel capacity matrix

21 Channel_cap_Eave=zeros(1,length(SNRdB)); % Intialize

eavesdropper channel matrix

22 C_Eave=zeros(N_itr ,length(SNRdB));

23 %C1=zeros(N_itr ,length(SNRdB));

24 C_main=zeros(N_itr ,length(SNRdB));

25

26 for jj=1: length(SNRdB)

27 for itr=1: N_itr

28 %h1 = sqrt (1/2)*(rand (1,8)+1j*rand (1,8));

29

30 %%%Main(Legitimate) channel %%%

31 hm=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %

legitimate channel

32 h_main = [hm zeros(1,N-L)];

33 H_maincir = toeplitz(h_main ,[ h_main (1) fliplr(

h_main (2:end))]);

34 Hm=D*H_maincir*D';

35

36 %%% eavesdropper channel %%%

37 %h2=sqrt (0.1)*(rand(1,L)+1j*rand(1,L));

38 h2=sqrt (0.2)*(rand(1,L)+1j*rand(1,L));

39 h_eve=[h2 zeros(1,N-L)];

40 H_eavecir=toeplitz(h_eve ,[ h_eve (1) fliplr(h_eve

(2: end))]);
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41 He=D*H_eavecir*D';

42 % disp(Hcir);

43 %Hf = diag(fft(h_main ,N));

44

45 % X=inv(SNR_lin)*Hd '*Hd;

46 %%% calculate Evesdropper channel capacity %%%

47 C_Eave(itr ,jj)=log2(real(det(I + He '*He*SNR_lin(jj)/N)));

48 %C1(itr ,jj) = log2(real(det(I + Hf '*Hf*( SNR_lin(jj)/1))))

;

49 %%% Calculate main channel capacity %%%

50 C_main(itr ,jj)=log2(real(det(I + Hm '*Hm*SNR_lin(jj)/N)));

51 end

52 Channel_cap_Eave(jj)=sum(C_Eave(:,jj))/N_itr;

53 %Channel_capacity1(jj)=sum(C1(:,jj))/N_itr;

54 Channel_cap_main(jj)=sum(C_main(:,jj))/N_itr;

55 %[pdf ,rate]=hist(C,Xbins);

56 %pdf=pdf/itr;

57

58 end

59 %y1=(2.^ Channel_capacity1);

60 %semilogy(SNRdB ,(2.^ Channel_capacity1),'r -*','linewidth

',2); hold on

61 %%%plot channel capacity %%%

62 figure;

63 plot(SNRdB ,( Channel_cap_main),'b -^','linewidth ' ,3);

hold on;

64 plot(SNRdB ,( Channel_cap_Eave),'r -^','linewidth ' ,3);

65 lgd=legend('Legitimate Channel capacity ','Evesdropper
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Channel Capacity ');

66 lgd.FontSize =14;

67 xlabel('SNR in dB');

68 ylabel('channel capacity(bps/Hz)');

69 figure;

70 plot(SNRdB ,( Channel_cap_main) -(Channel_cap_Eave),'m -*','

linewidth ' ,3);

71 xlabel('SNR in dB');

72 ylabel('channel Secrecy capacity(bps/Hz)');

73 title('Channel Secrecy Capacity ');

74 % xlim ([0 40]);

• BER after PLS

1 clc;

2 clearvars;

3 close all;

4 itr =1000;

5 N=128;

6 L=8;

7 SNRdB =0:2:48;

8 BER_BOB1=zeros(length(SNRdB),itr);

9 BER_EAVE1=zeros(length(SNRdB),itr);

10

11 BER_BOB=zeros(size(SNRdB));

12 BER_EAVE=zeros(size(SNRdB));

13 for ii=1: length(SNRdB)

14 for jj=1: itr

15 %%% Channel coefficient from Alice to Bob channel %%%

APPENDIX A. MATLAB CODE 45



Title

16 hb=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %randomly select

channel coefficient

17 Hb=diag(fft(hb ,N));

18 %Hb_diag=diag(Hb);

19 [Hb_diag ,shuffleloc ]=sort(diag(Hb),'descend '); %

shuffleloc in descending order of channel co-efficient

20

21 %%% Channel coefficient from Alice to Eavesdropper

channel %%%

22 he=sqrt (1/2) *(rand(1,L)+1j*rand(1,L));

23 He=diag(fft(he,N));

24 %Hb_diag=diag(He);

25

26 Xb=sign(randn(N,1)); %BPSK input symbol

27

28 %%% Initialize Variables %%%

29 Xb_shuffle=zeros(size(Xb));

30 Xb_hat=zeros(size(Xb));

31 Xe_hat=zeros(size(Xb));

32

33

34 Xb_shuffle=Xb(shuffleloc); % shuffle input according to

channel co-efficient descending order

35

36 %%% Randomly generate noise %%%

37 % nb=sqrt (1/2)*randn(N,1)+1i*randn(N,1);

38 % ne=sqrt (1/2)*rand(N,1)+1i*randn(N,1);

39
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40 %%% Shuffled Output %%%

41 % Yb=Hb*Xb_shuffle ;%+nb; %Bob output

42 % Ye=He*Xb_shuffle ;%+ne; %Eavesdropper output

43 Yb = awgn(Hb*Xb_shuffle ,SNRdB(ii),'measured '); % Adding

white Gaussian Noise

44 Ye = awgn(He*Xb_shuffle ,SNRdB(ii),'measured '); % Adding

white Gaussian Noise

45 %for ii=1:L

46 %Xb_hat(ii)=sign(real ((1/ Hf_diag(ii))*Yb(ii)));

47 %Xe_hat(ii)=sign(real ((1/ Hf_diag(ii))*Ye(ii)));

48 %end

49

50 %%% Matched filter technique(Detection Method) %%%

51 Xb_hat=sign(real(Hb '*Yb)); %Detected input symbol at Bob

side

52 Xe_hat=sign(real(He '*Ye)); %Detected input symbol at

Eavesdropper side

53

54 %%% Calculating Error %%%

55 BER_BOB1(ii,jj)=mean(Xb_shuffle ~= Xb_hat);

56 BER_EAVE1(ii ,jj)=mean(Xb~= Xe_hat);

57

58

59 end

60 BER_BOB(ii)=(1/ itr)*sum(BER_BOB1(ii ,:));

61 BER_EAVE(ii)=(1/ itr)*sum(BER_EAVE1(ii ,:));

62 end

63 figure;
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64 semilogy(SNRdB ,BER_BOB ,'b -^','linewidth ' ,3);grid on;

65 hold on;

66 semilogy(SNRdB ,BER_EAVE ,'m -^','linewidth ' ,3);

67 xlim ([0 40]);

68 lgd=legend('BER at Bob side with PLS','BER at

Eavesdropper side with PLS');

69 lgd.FontSize =12;

70 xlabel('SNR');

71 ylabel('Bit Error Rate');

• Channel Knowledge Parameter

1 clc;

2 clear all;

3 close all;

4 M = 16;

5 N = 256;

6 nBits = N*log2(M);

7 ModType = 'QAM'; %Modulation Type

8 %l =[4 8 16];

9 l=4;

10 nItr = 100; %no of iteration

11 BlkSize = 8; %No of bits in one block for

Encryption

12 SNRdB = 0:2:30;

13 ii=1;

14 T=[0.1 0.01 0.001];

15 BER_PLS=zeros(length(T),length(SNRdB));

16 BERz_PLS=zeros(length(T),length(SNRdB));
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17 %for l=l

18 for tt=T

19 for snr = 1: length(SNRdB)

20 TxBitsF = [];

21 RxBitsFB = [];

22 RxBitsFE = [];

23 EnBitsF = [];

24 RxBitsFB_PLS = [];

25 RxBitsFE_PLS = [];

26

27 %y=length(TxBitsF);

28

29 for itr = 1:nItr

30

31 TxBits=randi ([0 1],nBits ,1); %randomly input bit

generated symbol

32 TxBitsF = [TxBitsF; TxBits ]; %

33

34 %%% Modulation without Encryption %%%

35 TxSym_PLS=Modulation(TxBits ,ModType ,M);

36

37

38 %%% Channel co-efficient for Bob %%%

39 hb=sqrt (1/2) *(rand(1,l)+1j*rand(1,l)); %randomly

select channel coefficient

40 Hb=diag(fft(hb,N));

41

42 %%% shuffling %%%
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43 [HbS ,shuffleloc ]=sort(diag(Hb),'descend ');

44

45 %%% Channel co-efficient for Eavesdropper %%%

46 % he=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

47 % He=diag(fft(he,N));

48 %

49 errchan = sqrt (1/2)*(rand(1,l)+1j*rand(1,l));

50

51 %for ii=1: length(tt)

52

53

54 he=hb+tt*errchan;

55 He=diag(fft(he,N));

56 [HeS ,shuffleloc1 ]=sort(diag(He),'descend ');

57 [~,ab] = sort(shuffleloc ,'ascend ');

58 [~,ae] = sort(shuffleloc1 ,'ascend ');

59

60 %%%AWGN without Encryption %%%

61 Yb_PLS = awgn(Hb*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

62 Ye_PLS = awgn(He*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

63 %%%Zero forcing Equalizer without Encryption %%%

64 xb_PLS = inv(Hb)*Yb_PLS;

65 xe_PLS = inv(He)*Ye_PLS;

66

67 %%% Demodulation withput Encryption %%%
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68 RxBitsB1_PLS = DeModulation(xb_PLS(ab),ModType ,M);

69 RxBitsE1_PLS = DeModulation(xe_PLS(ae),ModType ,M);

70

71 %%%Rx bits without Encryption %%%

72 RxBitsFB_PLS = [RxBitsFB_PLS; RxBitsB1_PLS ];

73 RxBitsFE_PLS = [RxBitsFE_PLS; RxBitsE1_PLS ];

74

75 end

76 SNRdB(snr)

77

78 %%% Calculating Bit Error Rate without Encryption %%%

79 [~,BER_PLS(ii,snr)] = biterr(TxBitsF ,RxBitsFB_PLS); %Ber

for Bob

80 [~,BERz_PLS(ii,snr)] = biterr(TxBitsF ,RxBitsFE_PLS);%BER

for Eave

81

82 end

83 ii=ii+1;

84 end

85 %%%PLOT %%%

86 ii=1;

87 figure;

88 %semilogy(SNRdB ,BER ,'b -^','linewidth ',2);grid on;

89 %hold on;

90 %title('

91

92 %semilogy(SNRdB ,BERz ,'r-^','linewidth ',2);

93 %hold on;
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94 semilogy(SNRdB ,BER_PLS(ii ,:),'b -*','linewidth ' ,3);

95 hold on;

96 semilogy(SNRdB ,BERz_PLS(ii ,:),'r -o','linewidth ' ,3);

97 %hold on;

98 %semilogy(SNRdB ,BER_PLS(ii+1,:) ,'m -*','linewidth ',2);

99 hold on;

100 semilogy(SNRdB ,BERz_PLS(ii+1,:),'g -o','linewidth ' ,3);

101 %hold on;

102 %semilogy(SNRdB ,BER_PLS(ii+2,:) ,'y -*','linewidth ',2);

103 hold on;

104 semilogy(SNRdB ,BERz_PLS(ii+2,:),'k -o','linewidth ' ,3);

105 %hold on;

106 lgd=legend('BER for Bob with PLS','BER for Eavesdropper

with PLS \alpha =0.1','BER for Eavesdropper with PLS \

alpha =0.01 ','BER for Eavesdropper with PLS \alpha

=0.001 ');

107 lgd.FontSize = 14;

108 xlabel('SNR(dB)');

109 ylabel('Bit Error Rate');

110 title('BER with channel knowledge Parameter \alpha');

• BER comparision in OFDM & GFDM after PLS technique

1 clc;

2 clear all;

3 close all;

4 L=4;

5

6 M_OFDM = 4; %number of subsymbol in GFDM
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7 N_OFDM = 64;

8 K = N_OFDM; % no of subcarriers in GFDM

9 N = 256; %Number of subcarriers in OFDM

10

11 M=2;

12 nBits = N*log2(M);

13 ModType = 'BPSK'; %Modulation Type

14 BlkSize = 8;

15 Kidx = 1:K;

16 SNRdB =0:2:30;

17 nitr =100;

18 %% GFDM Required Filters

19

20 % r = 0.2;

21 % CP = r*K;

22 a = 1; % Roll -Off

23 R=((0:(K-1))'-K/2-eps)/(a*K)+1/2;

24 R(R<0)=0;R(R>1)=1;

25 F=1-R;% Ramp rise/fall

26 R=R.^4.*(35 - 84*R+70*R.^2 -20*R.^3);F=1-R;% Meyer

auxiliary function

27 R=1/2*( cos(F*pi)+1);F=1-R;% Meyer RC rise/fall

28 R=sqrt(R);F=sqrt(F);%Meyer RRC

29 g=[F;zeros((M_OFDM -2)*K,1);R];

30

31 gi = g;

32 gq = ifft(circshift(fft(gi),M/2));

33 % figure;
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34 % plot(real([gi gq]));

35 % Ai matrix

36 Ai = zeros(M_OFDM*K, M_OFDM*K);

37 n = 0: M_OFDM*K-1; n=n';

38 w = exp(1j*2*pi/K);

39

40 for k=0:K-1

41 for m=0: M_OFDM -1

42 Ai(:,m*K+k+1) = 1i^(mod(m,2))*circshift(gi, m*K) .* w.^(

k*n);

43 end

44 end

45

46

47

48 % Aq matrix

49 Aq = zeros(M_OFDM*K, M_OFDM*K);

50 for k=0:K-1

51 for m=0: M_OFDM -1

52 Aq(:,m*K+k+1) = 1i^(mod(m,2)+1)*circshift(gq , m*K) .* w

.^(k*n);

53 end

54 end

55

56 A = (Ai +Aq);

57

58

59 %%
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60

61

62 for snr=1: length(SNRdB)

63 TxBitsF = [];

64 RxBitsFB = [];

65 RxBitsFE = [];

66 EnBitsF = [];

67 RxBitsFB_PLS = [];

68 RxBitsFE_PLS = [];

69 RxBitsFB_GFDM = [];

70 RxBitsFE_GFDM = [];

71 for ii=1: nitr

72 TxBits=randi ([0 1],nBits ,1); %randomly input

bit generated symbol

73 TxBitsF = [TxBitsF; TxBits ]; %

74

75 TxSym = Modulation( TxBits ,ModType ,N);

76

77 %%% Modulation without Encryption %%%

78 %TxSym_PLS=Modulation(TxBits ,ModType ,M_OFDM);

79

80

81 %%% Channel co-efficient for Bob %%%

82 hb=sqrt (1/2) *(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

83 Hb=diag(fft(hb,N));

84 he=sqrt (1/2) *(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient
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85 He=diag(fft(hb,N));

86 [HbS ,shuffleloc_OFDM ]=sort(diag(Hb),'descend ');

87

88 %%% Adding white Gaussian Noise %%%

89 Yb = awgn(Hb*TxSym ,SNRdB(snr),'measured ');

90 Ye = awgn(He*TxSym(shuffleloc_OFDM),SNRdB(snr),'

measured ');

91

92 %%%Zero forcing Equalizer %%%

93 xb = inv(Hb)*Yb;

94 xe=inv(He)*Ye;

95 %%% Demodulation %%%

96 RxBitsB = DeModulation(xb,ModType ,M);

97 RxBitsE=DeModulation(xe,ModType ,M);

98 RxBitsFB = [RxBitsFB; RxBitsB ];

99 RxBitsFE = [RxBitsFE; RxBitsE ];

100

101

102 gfdm = A*TxSym;

103

104 Hb_GFDM = kron(eye(M_OFDM),diag(fft(hb,N_OFDM))); %

diag(fft(hb,M_OFDM*N_OFDM));%

105 He_GFDM = kron(eye(M_OFDM),diag(fft(he,N_OFDM))); %

diag(fft(he,M_OFDM*N_OFDM));%

106

107 [HbS_GFDM ,shuffleloc_GFDM ]=sort(diag(Hb_GFDM),'

descend ');

108 %y = H*d;
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109 yb_GFDM=awgn(Hb_GFDM*gfdm ,SNRdB(snr),'measured ');

110 ye_GFDM=awgn(He_GFDM*gfdm(shuffleloc_GFDM),SNRdB(snr),'

measured ');

111 dd = inv(Hb_GFDM *A)*yb_GFDM/norm(Hb_GFDM*A);

112 dde_GFDM=inv(He_GFDM*A)*ye_GFDM;

113 RxBitsB_GFDM = DeModulation(dd ,ModType ,M);

114 RxBitsE_GFDM=DeModulation(dde_GFDM ,ModType ,M);

115 RxBitsFB_GFDM = [RxBitsFB_GFDM; RxBitsB_GFDM ];

116 RxBitsFE_GFDM = [RxBitsFE_GFDM; RxBitsE_GFDM ];

117

118 end

119 SNRdB(snr)

120 %figure;

121 %BER_GFDM(snr)=mean(data~= data_demodulate);

122 [~,BER_OFDM(snr)] = biterr(TxBitsF ,RxBitsFB); %Ber for

Bob

123 [~, BERE_OFDM(snr)] = biterr(TxBitsF ,RxBitsFE);

124 [~,BER_GFDM(snr)]= biterr(TxBitsF ,RxBitsFB_GFDM);

125 [~, BERE_GFDM(snr)]= biterr(TxBitsF ,RxBitsFE_GFDM);

126 end

127 figure;

128 semilogy(SNRdB ,BER_OFDM ,'y -^','linewidth ' ,2);grid on;

129 hold on;

130 %xlabel('SNR ');

131 %ylabel('Bit Error Rate ');

132 %hold on;

133 semilogy(SNRdB ,BER_GFDM ,'m *','linewidth ' ,3);

134 hold on;
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135 semilogy(SNRdB ,BERE_OFDM ,'k -^','linewidth ' ,3);

136 hold on;

137 semilogy(SNRdB ,BERE_GFDM ,'g -*','linewidth ' ,2);

138 xlabel ("SNR in dB");

139 ylabel ("Bit Error Rate");

140 lgd=legend('BER_B for OFDM','BER_B for GFDM','BER_E for

OFDM','BER_E for GFDM');

141 title('BER comparision Of OFDM & GFDM');

142 lgd.FontSize = 14;

143 %%

• Different Equilizer Comparision after PLS technique

1 clc;

2 clear all;

3 close all;

4 %hold on;

5 M = 16;

6 N = 256;

7 nBits = N*log2(M);

8 ModType = 'QAM'; %Modulation Type

9 L = 4;

10 nItr = 10; %no of iteration

11 BlkSize = 8; %No of bits in one block for

Encryption

12 SNRdB = 0:2:30;

13 SNR_lin =10.^( SNRdB /10);

14 for snr = 1: length(SNRdB)

15 TxBitsF = [];
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16 RxBitsFB = [];

17 RxBitsFE = [];

18 EnBitsF = [];

19 RxBitsFB_PLS = [];

20 RxBitsFE_PLS = [];

21 %y=length(TxBitsF);

22 RxBitsB_PLS1 =[];

23 RxBitsE_PLS1 =[];

24 RxBitsFB_PLS1 =[];

25 RxBitsFE_PLS1 = [];

26 RxBitsB_PLS2 =[];

27 RxBitsE_PLS2 =[];

28 RxBitsFB_PLS2 =[];

29 RxBitsFE_PLS2 = [];

30

31

32 for itr = 1:nItr

33 TxBits=randi ([0 1],nBits ,1); %randomly input bit

generated symbol

34 TxBitsF = [TxBitsF; TxBits ]; %

35

36 %%% Modulation with PLS %%%

37 TxSym_PLS=Modulation(TxBits ,ModType ,M);

38

39

40 %%% Channel co-efficient for Bob %%%

41 hb=sqrt (1/2) *(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient
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42 Hb=diag(fft(hb,N));

43

44 %%% shuffling %%%

45 [HbS ,shuffleloc ]=sort(diag(Hb),'descend ');

46

47 %%% Channel co-efficient for Eavesdropper %%%

48 % he=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

49 % He=diag(fft(he,N));

50 %

51 errchan = sqrt (1/2)*(rand(1,L)+1j*rand(1,L));

52 %tt= 0.01;

53 %he=hb+tt*errchan;

54 he=sqrt (1/2) *(rand(1,L)+1j*rand(1,L));

55 He=diag(fft(he,N));

56 [HeS ,shuffleloc1 ]=sort(diag(He),'descend ');

57 [~,ab] = sort(shuffleloc ,'ascend ');

58 [~,ae] = sort(shuffleloc1 ,'ascend ');

59

60 %%%AWGN with PLS%%%

61 Yb_PLS = awgn(Hb*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

62 Ye_PLS = awgn(He*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

63

64 %%%Zero forcing Equalizer with PLS%%%

65 xb_PLS = inv(Hb)*Yb_PLS;

66 xe_PLS = inv(He)*Ye_PLS;
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67

68 %%%LMMSE Receiver %%%

69 xb_PLS1 = inv ((1/ SNR_lin(snr))*eye(N) + Hb '*Hb)*Hb '*

Yb_PLS;

70 xe_PLS1 = inv ((1/ SNR_lin(snr))*eye(N) + He '*He)*He '*

Ye_PLS;

71

72 %%% Matched filter %%%

73 xb_PLS2 = SNR_lin(snr)*Hb '* Yb_PLS;

74 xe_PLS2 = SNR_lin(snr)*He '* Ye_PLS;

75

76 %%% Demodulation with PLS Zero forcing %%%

77 RxBitsB_PLS = DeModulation(xb_PLS(ab),ModType ,M);

78 RxBitsE_PLS = DeModulation(xe_PLS(ae),ModType ,M);

79

80 %%%Rx bits with PLS Zero forcing %%%

81 RxBitsFB_PLS = [RxBitsFB_PLS; RxBitsB_PLS ];

82 RxBitsFE_PLS = [RxBitsFE_PLS; RxBitsE_PLS ];

83

84 %%% Demodulation with PLS LMMSE %%%

85 RxBitsB_PLS1 = DeModulation(xb_PLS1(ab),ModType ,M);

86 RxBitsE_PLS1 = DeModulation(xe_PLS1(ae),ModType ,M);

87

88 %%%Rx bits with PLS LMMSE %%%

89 RxBitsFB_PLS1 = [RxBitsFB_PLS1; RxBitsB_PLS1 ];

90 RxBitsFE_PLS1= [RxBitsFE_PLS1; RxBitsE_PLS1 ];

91

92 %%% Demodulation with PLS Matched Filter %%%
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93 RxBitsB_PLS2 = DeModulation(xb_PLS2(ab),ModType ,M);

94 RxBitsE_PLS2 = DeModulation(xe_PLS2(ae),ModType ,M);

95

96 %%%Rx bits with PLS Matched filter %%%

97 RxBitsFB_PLS2 = [RxBitsFB_PLS2; RxBitsB_PLS2 ];

98 RxBitsFE_PLS2= [RxBitsFE_PLS2; RxBitsE_PLS2 ];

99 end

100 SNRdB(snr)

101

102 %%% Calculating Bit Error Rate with PLS Zero forcing %%%

103 [~,BER_PLS(snr)] = biterr(TxBitsF ,RxBitsFB_PLS); %Ber for

Bob

104 [~,BERz_PLS(snr)] = biterr(TxBitsF ,RxBitsFE_PLS);%BER for

Eave

105 %%% Calculating Bit Error Rate with PLS LMMSE %%%

106 [~,BER_PLS1(snr)] = biterr(TxBitsF ,RxBitsFB_PLS1); %Ber

for Bob

107 [~, BERz_PLS1(snr)] = biterr(TxBitsF ,RxBitsFE_PLS1);%BER

for Eave

108 %%% Calculating Bit Error Rate with PLS Matched filter %%%

109 [~,BER_PLS2(snr)] = biterr(TxBitsF ,RxBitsFB_PLS2); %Ber

for Bob

110 [~, BERz_PLS2(snr)] = biterr(TxBitsF ,RxBitsFE_PLS2);%BER

for Eave

111 end

112 %%%PLOT %%%

113 %figure;

114 %semilogy(SNRdB ,BER ,'b -^','linewidth ',2);grid on;
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115 %hold on; xlabel('SNR ');

116 ylabel('Bit Error Rate');

117 %semilogy(SNRdB ,BERz ,'r-^','linewidth ',2);

118 %hold on;

119 semilogy(SNRdB ,BER_PLS ,'b -*','linewidth ' ,3);

120 hold on;

121 semilogy(SNRdB ,BERz_PLS ,'m -o','linewidth ' ,3);

122 hold on

123 semilogy(SNRdB ,BER_PLS1 ,'k -*','linewidth ' ,3);

124 hold on;

125 semilogy(SNRdB ,BERz_PLS1 ,'r -o','linewidth ' ,3);

126 hold on;

127 semilogy(SNRdB ,BER_PLS2 ,'g -*','linewidth ' ,3);

128 hold on;

129 semilogy(SNRdB ,BERz_PLS2 ,'y -o','linewidth ' ,3);

130 lgd=legend('BER_B ZF','BER_E ZF','BER_B LMMSE ','BER_E

LMMSE ','BER_B MF','BER_E MF');

131 %legend('BER for Bob with symbol shuffling ','BER for

Eavesdropper with symbol shuffling ');

132 lgd.FontSize = 14;

133 title("BER with PLS technique in OFDM with different

Receiver ");
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• Different Modulation after PLS technique

1 clc;

2 clear all;

3 close all;

4 M_matrix = [2 4 16 32];

5 %M=8;

6 N = 5;

7

8 ModType = 'QAM'; %Modulation Type

9 L = 4;

10 nItr = 1000; %no of iteration

11 BlkSize = 8; %No of bits in one block for

Encryption

12 SNRdB = 0:2:30;

13 BER_PLS=zeros(length(SNRdB),length(M_matrix));

14 BERz_PLS=zeros(length(SNRdB),length(M_matrix));

15 ii=1;

16 for M=M_matrix

17 nBits = N*log2(M);

18 for snr = 1: length(SNRdB)

19 TxBitsF = [];

20 RxBitsFB = [];

21 RxBitsFE = [];

22 EnBitsF = [];

23 RxBitsFB_PLS = [];

24 RxBitsFE_PLS = [];

25 %y=length(TxBitsF);

26
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27 for itr = 1:nItr

28 TxBits=randi ([0 1],nBits ,1); %randomly input bit

generated symbol

29 TxBitsF = [TxBitsF; TxBits ]; %

30

31 %%% Modulation with PLS %%%

32 TxSym_PLS=Modulation(TxBits ,ModType ,M);

33

34

35 %%% Channel co-efficient for Bob %%%

36 hb=sqrt (1/2) *(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

37 Hb=diag(fft(hb,N));

38

39 %%% shuffling %%%

40 [HbS ,shuffleloc ]=sort(diag(Hb),'descend ');

41

42 %%% Channel co-efficient for Eavesdropper %%%

43 % he=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

44 % He=diag(fft(he,N));

45 %

46 errchan = sqrt (1/2)*(rand(1,L)+1j*rand(1,L));

47 %tt= 0.01;

48 %he=hb+tt*errchan;

49 he=sqrt (1/2) *(rand(1,L)+1j*rand(1,L));

50 He=diag(fft(he,N));

51 [HeS ,shuffleloc1 ]=sort(diag(He),'descend ');
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52 [~,ab] = sort(shuffleloc ,'ascend ');

53 [~,ae] = sort(shuffleloc1 ,'ascend ');

54

55 %%%AWGN with PLS%%%

56 Yb_PLS = awgn(Hb*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

57 Ye_PLS = awgn(He*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

58

59 %%%Zero forcing Equalizer with PLS%%%

60 xb_PLS = inv(Hb)*Yb_PLS;

61 xe_PLS = inv(He)*Ye_PLS;

62

63 %%% Demodulation with PLS %%%

64 RxBitsB1_PLS = DeModulation(xb_PLS(ab),ModType ,M);

65 RxBitsE1_PLS = DeModulation(xe_PLS(ae),ModType ,M);

66

67 %%%Rx bits with PLS %%%

68 RxBitsFB_PLS = [RxBitsFB_PLS; RxBitsB1_PLS ];

69 RxBitsFE_PLS = [RxBitsFE_PLS; RxBitsE1_PLS ];

70

71 end

72 SNRdB(snr)

73

74 %%% Calculating Bit Error Rate with PLS%%%

75 [~,BER_PLS1(snr)] = biterr(TxBitsF ,RxBitsFB_PLS); %Ber

for Bob

76 [~, BERz_PLS2(snr)] = biterr(TxBitsF ,RxBitsFE_PLS);%BER
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for Eave

77

78 end

79 BER_PLS(:,ii)=BER_PLS1;

80 BERz_PLS(:,ii)=BERz_PLS2;

81 ii=ii+1;

82 end

83 %%%PLOT %%%

84 figure;

85 %semilogy(SNRdB ,BER_PLS ,'b -^','linewidth ',2);grid on;

86 %hold on; xlabel('SNR ');

87 %ylabel('Bit Error Rate ');

88 %semilogy(SNRdB ,BERz_PLS ,'r-^','linewidth ',2);

89 %hold on;

90 semilogy(SNRdB ,BERz_PLS (:,1),'b -^','linewidth ' ,2);

91 hold on;

92 semilogy(SNRdB ,BERz_PLS (:,2),'r -^','linewidth ' ,2);

93 hold on;

94 semilogy(SNRdB ,BERz_PLS (:,3),'m -^','linewidth ' ,2);

95 hold on;

96 semilogy(SNRdB ,BERz_PLS (:,4),'k -^','linewidth ' ,2);

97 %semilogy(SNRdB ,BERz_PLS ,'r -o','linewidth ',2);

98 %hold on;

99 %legend('BER for Bob with symbol shuffling ','BER for

Eavesdropper with symbol shuffling ');

100 lgd=legend('M=2','M=4','M=16','M=32');

101 lgd.FontSize = 14;

102 %title ("BER with Symbol shuffling technique in OFDM fo")
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• Different Channel Tap Length after PLS technique

1 clc;

2 clear all;

3 close all;

4 %M_matrix = [2 4 16 32];

5 M=8;

6 N = 5;

7 L_matrix =[2 4 32 128 256];

8 ModType = 'QAM'; %Modulation Type

9 %L = 4;

10 nItr = 1000; %no of iteration

11 BlkSize = 8; %No of bits in one block for

Encryption

12 SNRdB = 0:2:30;

13 BER_PLS=zeros(length(SNRdB),length(L_matrix));

14 BERz_PLS=zeros(length(SNRdB),length(L_matrix));

15 ii=1;

16 nBits = N*log2(M);

17 for L=L_matrix

18

19 for snr = 1: length(SNRdB)

20 TxBitsF = [];

21 RxBitsFB = [];

22 RxBitsFE = [];

23 EnBitsF = [];

24 RxBitsFB_PLS = [];

25 RxBitsFE_PLS = [];

26 %y=length(TxBitsF);
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27

28 for itr = 1:nItr

29 TxBits=randi ([0 1],nBits ,1); %randomly input bit

generated symbol

30 TxBitsF = [TxBitsF; TxBits ]; %

31

32 %%% Modulation with PLS %%%

33 TxSym_PLS=Modulation(TxBits ,ModType ,M);

34

35

36 %%% Channel co-efficient for Bob %%%

37 hb=sqrt (1/2) *(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

38 Hb=diag(fft(hb,N));

39

40 %%% shuffling %%%

41 [HbS ,shuffleloc ]=sort(diag(Hb),'descend ');

42

43 %%% Channel co-efficient for Eavesdropper %%%

44 % he=sqrt (1/2)*(rand(1,L)+1j*rand(1,L)); %randomly

select channel coefficient

45 % He=diag(fft(he,N));

46 %

47 errchan = sqrt (1/2)*(rand(1,L)+1j*rand(1,L));

48 %tt= 0.01;

49 %he=hb+tt*errchan;

50 he=sqrt (1/2) *(rand(1,L)+1j*rand(1,L));

51 He=diag(fft(he,N));
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52 [HeS ,shuffleloc1 ]=sort(diag(He),'descend ');

53 [~,ab] = sort(shuffleloc ,'ascend ');

54 [~,ae] = sort(shuffleloc1 ,'ascend ');

55

56 %%%AWGN with PLS%%%

57 Yb_PLS = awgn(Hb*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

58 Ye_PLS = awgn(He*TxSym_PLS(shuffleloc),SNRdB(snr),'

measured ');

59

60 %%%Zero forcing Equalizer with PLS%%%

61 xb_PLS = inv(Hb)*Yb_PLS;

62 xe_PLS = inv(He)*Ye_PLS;

63

64 %%% Demodulation with PLS %%%

65 RxBitsB1_PLS = DeModulation(xb_PLS(ab),ModType ,M);

66 RxBitsE1_PLS = DeModulation(xe_PLS(ae),ModType ,M);

67

68 %%%Rx bits with PLS %%%

69 RxBitsFB_PLS = [RxBitsFB_PLS; RxBitsB1_PLS ];

70 RxBitsFE_PLS = [RxBitsFE_PLS; RxBitsE1_PLS ];

71

72 end

73 SNRdB(snr)

74

75 %%% Calculating Bit Error Rate with PLS%%%

76 [~,BER_PLS1(snr)] = biterr(TxBitsF ,RxBitsFB_PLS); %Ber

for Bob
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77 [~, BERz_PLS2(snr)] = biterr(TxBitsF ,RxBitsFE_PLS);%BER

for Eave

78

79 end

80 BER_PLS(:,ii)=BER_PLS1;

81 BERz_PLS(:,ii)=BERz_PLS2;

82 ii=ii+1;

83 end

84 %%%PLOT %%%

85 figure;

86 %semilogy(SNRdB ,BER_PLS ,'b -^','linewidth ',2);grid on;

87 %hold on;

88

89 %semilogy(SNRdB ,BERz_PLS ,'r-^','linewidth ',2);

90 %hold on;

91 semilogy(SNRdB ,BER_PLS (:,1),'b -^','linewidth ' ,2);

92 hold on;

93 semilogy(SNRdB ,BER_PLS (:,2),'r -^','linewidth ' ,2);

94 hold on;

95 semilogy(SNRdB ,BER_PLS (:,3),'m -^','linewidth ' ,2);

96 hold on;

97 semilogy(SNRdB ,BER_PLS (:,4),'k -^','linewidth ' ,2);

98 hold on;

99 semilogy(SNRdB ,BER_PLS (:,5),'g -^','linewidth ' ,2);

100 %semilogy(SNRdB ,BERz_PLS ,'r -o','linewidth ',2);

101 %hold on;

102 %legend('BER for Bob with symbol shuffling ','BER for

Eavesdropper with symbol shuffling ');
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103 lgd=legend('L=2','L=4','L=32','L=128','L=256');

104 lgd.FontSize = 14;

105 xlabel('SNR');

106 ylabel('Bit Error Rate');

107 title("BER with PLS for Different channel tap length ");
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