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Abstract

This study presents a comprehensive analysis of tuberculosis (TB) in India using
data from the NFHS-5 (National Family Health Survey) program. The research
begins by providing a thorough understanding of the DHS (Demographic and
Health Survey) and NFHS programs, followed by an extensive literature review
of TB-related studies and NFHS-related papers.

The findings from the literature review indicate that directing tuberculosis
control initiatives toward the poorest 20% of the population may yield more suc-
cessful outcomes compared to targeting the general population or the wealthiest
20%. Additionally, an examination of trends in TB incidence and mortality in In-
dia from 1990 to 2019, based on data from the Global Burden of Disease Study
2019, reveals significant insights into the country’s TB burden.

One notable observation from the literature review is that a substantial propor-
tion of TB patients over 60% have at least one comorbidity, with diabetes emerging
as a prominent comorbidity. Furthermore, the study highlights a concerning lack
of awareness regarding TB among Indian adults, with only 49.7% of participants
reporting prior knowledge of the disease.

The research extensively utilizes complex and large-scale NFHS-5 data. A con-
siderable amount of work is devoted to analyzing household-level data, which
is categorized into three groups based on the Human Development Index, with
each category representing five states. Python’s CSV file processing capabilities
are employed to handle and process a vast amount of data.

To identify the factors that most significantly affect TB, the study compares TB
variables with 402 other variables. However, due to the limited number of TB
cases within each category, the researchers calculate the number of TB and non-
TB patients per 100,000 people for all variables. This approach provides a better
understanding of the relationships between variables and TB incidence.
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The study goes beyond analysis and prediction, incorporating the develop-
ment of a model to predict an individual’s likelihood of contracting TB. Notably,
the data exhibit significant bias, as 99.7% of the cases are non-TB patients. To ad-
dress this imbalance, the Synthetic Minority Over-sampling Technique (SMOTE)
is applied to generate synthetic data for the minority class. The researchers then
focus on the most influential features associated with TB, resulting in a prediction
model that achieves an accuracy of over 70% in accurately identifying individuals
at risk of TB.

In summary, this comprehensive analysis of NFHS-5 data sheds light on the
tuberculosis landscape in India. The findings emphasize the importance of tar-
geting the most marginalized populations, highlighting the prevalence of comor-
bidities such as diabetes among TB patients, underscoring the need for increased
public awareness and showcasing the potential of data-driven prediction models
in improving TB control and prevention efforts.
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CHAPTER 1

Introduction

1.1 DHS and NFHS Program

Certainly! The Demographic and Health Surveys (DHS) [7] and the National Fam-
ily Health Surveys (NFHS) are two well-known programs conducted in several
countries, primarily in low- and middle-income regions. These surveys play a
crucial role in collecting comprehensive and reliable data on various aspects of
health, population, and development.

The DHS program, funded by the United States Agency for International De-
velopment (USAID), aims to provide data for monitoring and evaluating pop-
ulation and health programs. The surveys are conducted periodically, typically
every five years, and cover a wide range of topics such as fertility, family plan-
ning, maternal and child health, nutrition, HIV/AIDS, and more. The DHS pro-
gram employs standardized questionnaires and rigorous sampling techniques to
ensure the data collected is representative and comparable across countries and
over time.

Similarly, the NFHS program, implemented by the Ministry of Health and
Family Welfare in India, focuses on gathering information related to reproduc-
tive and child health, family planning, nutrition, and other vital health indicators.
These surveys are carried out at regular intervals, offering valuable insights into
the health and well-being of the population, especially women and children.

Both the DHS and NFHS programs have contributed significantly to evidence-
based decision-making, policy formulation, and program evaluation in the re-
spective countries where they are conducted. The collected data helps identify
health trends, assess the impact of interventions, and inform targeted strategies
for improving healthcare services and outcomes.
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1.2 NFHS-5 Data

The National Family Health Survey (NFHS)[12] is a large-scale household survey
conducted in India to collect comprehensive and reliable data on various aspects
of health, population, and nutrition. NFHS-5 refers to the fifth round of the sur-
vey, which was conducted between 2019 and 2020.

NFHS-5 aims to provide up-to-date information on key indicators related to re-
productive and child health, maternal health, nutrition, family planning, HIV/AIDS,
and other important health and social indicators. The survey covers a representa-
tive sample of households across all states and union territories of India, making
it one of the most extensive data collection efforts in the country.

The NFHS-5 data set consists of a wide range of variables collected through in-
terviews with household members, including women, men, and children. These
variables capture information on demographic characteristics, household charac-
teristics, reproductive health, maternal and child health, utilization of healthcare
services, nutrition, HIV/AIDS awareness, and other relevant aspects of public
health.

The data collected through NFHS-5 provides valuable insights into the health
and well-being of individuals and communities in India. It serves as a critical re-
source for policymakers, researchers, and program implementers to assess health
trends, monitor progress toward national and global health goals, and design
evidence-based interventions and policies.
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1.3 Tuberculosis

Tuberculosis (TB)[14] continues to be a major public health concern in India, with
the country having the highest number of TB cases in the world. The National
Family Health Survey (NFHS) is a nationally representative survey that provides
valuable information on various health indicators in India, including TB. The
most recent round of NFHS (NFHS-5) was conducted in 2019-20 and provides
data on a range of socioeconomic and demographic factors that may be associ-
ated with TB incidence.

In this study, we conducted a comprehensive analysis of the NFHS-5 data for
TB in India. Specifically, we analyzed the household member data, which contains
information on more than 28 lac individuals across the country. We divided the
data into three categories based on the human development index (HDI) - high,
medium, and low - as per the United Nations Development Programme (UNDP)
classification. We then performed data cleaning on each dataset and compared TB
and non-TB patients with various factors, including nutrition (hemoglobin levels,
anemia levels, glucose levels, BMI index), bad habits (smoking, drinking alcohol,
tobacco consumption), wealth index, age group, educational level, and facilities
at home (source of drinking water, type of toilet facilities, type of residence).

The aim of this study was to identify the factors that may be contributing to
the incidence of TB in India and to provide insights that may inform future pub-
lic health interventions to reduce the burden of TB in the country. By analyzing
a wide range of factors and using advanced data visualization techniques, we
provide a detailed and nuanced picture of the socio-economic and demographic
factors associated with TB in India.
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CHAPTER 2

Literature Review

Figure 2.1: Taxonomy

2.1 Epidemiology and Control

In Epidemiology and Control,[9] look at the possible advantages of directing tu-
berculosis prevention efforts at the most underprivileged populations in low- and
middle-income nations. The authors contend that focusing on the most vulner-
able groups could significantly lessen the overall impact of tuberculosis in these
nations. This is because the poorest populations have a higher probability of con-
tracting tuberculosis, which is a major risk factor for the disease.

In order to compare the effects of various control measures, the research devel-
ops a computational formula that simulates the spread of tuberculosis in a com-
munity. The findings imply that directing tuberculosis control initiatives at the
poorest 20% of the population compared to the population at large or the wealth-
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iest 20% may be more successful.

In this [5], we analyze the trends in the incidence and mortality of tuberculo-
sis (TB) in India from 1990 to 2019 using data from the Global Burden of Disease
Study 2019. The study found that the age-standardized incidence and mortality
rates of TB in India declined from 390.22 to 223.01 and from 121.72 to 36.11 per
100,000 population, respectively. The decline was observed for both males and
females, but the decline was sharper in females.

The study also found that the incidence and mortality rates of TB decreased for
both males and females across all ages during this period. The age effect showed
that both incidence and mortality significantly increased with advancing age and
decreased with advancing time period.

The study suggests that although there has been a significant decline in TB in-
cidence and mortality rates, the annual rate of reduction is not enough to achieve
the aim of India’s National Strategic Plan 2017-2025. TB still remains a major
public health problem in India, and the government needs to strengthen the four
strategic pillars ”Detect-Treat-PreventBuild” (DTPB) to achieve a TB-free India as
envisioned in the National Tuberculosis Elimination Programme (2020). It is also
important to address the unfavorable net age effect and focus on preventive mea-
sures for the aging population to control the continued increase in TB mortality.

In [8] Opportunities for Intervention,” examines the prevalence and impact of
comorbidities among patients with pulmonary tuberculosis (PTB) in Puducherry
and Tamil Nadu, India. The study analyzed data from over 2,000 TB patients and
found that more than 60% had at least one comorbidity, with diabetes and chronic
obstructive pulmonary disease (COPD) being the most common.

Alcohol use in men and malnutrition are helping drive the TB epidemic in
Southern India. They also emphasize the importance of addressing social deter-
minants of health, such as poverty and malnutrition to improve the overall health
of PTB patients.

In this paper, [11] The objective of this study was to describe the character-
istics of tuberculosis (TB) patients in India who do not receive treatment from
public health services. About 50% of TB patients in India seek care from private
providers, which results in incomplete notification, variable quality of care, and
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out-of-pocket expenditure.

The study used cross-sectional data from the National Family Health Survey-4
(2015-16) and logistic regression analysis to identify factors associated with seek-
ing treatment from private providers and not seeking treatment at all. The results
showed that the prevalence of self-reported TB was 308.17/100,000 population,
and 38.8% of TB patients were outside the care of public health services. Of these,
3.3% did not seek treatment, while 35.3% accessed treatment from the private sec-
tor.

Factors associated with not seeking treatment were age less than 10 years,
no/preschool education, the poorest wealth index, and the household’s general
rejection of the public sector when seeking health care. Factors associated with
seeking treatment from private providers were female sex, younger age of the pa-
tient, higher education, and the household’s general rejection of the public sector
when seeking health care.
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2.2 Knowledge, Awareness, and Perception

Now we will discuss the second category, which is Knowledge, Awareness, and
perception. This paper [2] research study that aimed to investigate the impact
of education and media exposure on tuberculosis (TB) awareness among Indian
adults using data from the National Family Health Survey (NFHS) conducted in
2005-06.

The study found that overall awareness of TB among Indian adults was low,
with only 49.7% of participants having heard of TB. However, participants with
higher levels of education were more likely to have heard of TB, as were those
who had been exposed to TB-related information through media sources such as
television or radio.

Additionally, the study found that those who were aware of TB were more
likely to have knowledge about the symptoms and transmission of the disease,
as well as the importance of seeking medical care if they experienced symptoms.
Overall, the study highlights the importance of education and media exposure in
increasing awareness of TB in India and suggests that targeted health education
campaigns could play an important role in improving TB-related knowledge and
behaviors among the general population.

The paper [4] discusses a study conducted in India in 2015-2016 as part of
the National Family Health Surveys (NFHS) to understand the perceptions of pa-
tients regarding tuberculosis (TB) and how it can help in designing a comprehen-
sive, client-oriented program for the disease. The study found that the prevalence
of TB remains significantly high, and a high percentage of people were unaware
of the exact cause of disease proliferation. The majority of people believed that
touching or sharing utensils can be a source of TB, which affected their responses
about seeking diagnosis and treatment. However, most people knew that TB is
a curable disease that can be prevented to some extent if immunization with the
Bacillus Calmette-Guérin (BCG) vaccine is done at the correct stage.

Therefore, a large section of the population had their children vaccinated, and
they would go for a diagnosis if they had symptoms suggestive of the disease. The
study concludes that there is a need to investigate how this information could po-
tentially be used to enhance the early seeking of appropriate services among TB
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patients and health facilities can make a significant contribution to the treatment
of tuberculosis.

We review the paper [9] This study aimed to estimate the prevalence of self-
reported tuberculosis (TB) in India using data from the fourth round of the Na-
tional Family Health Survey (NFHS-4). The authors analyzed data on TB self-
reporting among adults aged 15-49 years, as well as demographic and socioeco-
nomic factors associated with self-reporting.

The results showed that the overall prevalence of self-reported TB in India
was 0.47%, with significant variation across different states and demographic sub-
groups. Factors associated with higher self-reporting rates included being male,
living in urban areas, having lower levels of education, and belonging to disad-
vantaged socioeconomic groups.

The authors suggest that the low self-reporting rate of TB in India may be due
to poor awareness and stigma associated with the disease, as well as limited ac-
cess to diagnostic and treatment services. They call for greater investment in TB
awareness and control programs, particularly in disadvantaged communities, to
improve TB detection and control in India.

9



2.3 Risk Factors and Comrbidities

Now we will discuss the third category, which is risk factors and comorbidities.
This case-control study [3] aimed to investigate the risk factors for TB among the
Saharia tribe. The study included 140 cases (patients with confirmed TB) and 140
controls (healthy individuals from the same community).

The results showed that several factors were associated with an increased risk
of TB, including low income, poor housing conditions, lack of education, and
malnutrition. In addition, smoking, alcohol consumption, and indoor air pollu-
tion from cooking with biomass fuel were identified as significant risk factors for
TB. The study also found that individuals who had a family member with TB
were more likely to develop the disease themselves, indicating a potential genetic
susceptibility to TB within the Saharia tribe.

Overall, the study highlights the need for targeted interventions to address
the social determinants of health and reduce the burden of TB among the Saharia
tribe and other vulnerable populations in India.

[10] This paper discusses the co-occurrence of undernutrition and tuberculo-
sis (TB) in India, highlighting the impact of undernutrition on TB incidence, dis-
ease progression, and treatment outcomes. The authors provide a comprehensive
overview of the current situation in India, including prevalence rates and risk fac-
tors for undernutrition and TB, as well as the challenges faced in addressing these
issues in the country’s healthcare system.

They also discuss the potential solutions and interventions that can be im-
plemented to reduce the burden of undernutrition and TB in India, such as nu-
tritional supplementation, improved case detection and management, and inte-
grated care models. The paper concludes with a call to action for policymakers,
healthcare providers, and the public to work together to address this important
public health challenge.
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2.4 TB and Gender

Now we will discuss the last category, which is TB and Gender. In [13], The study
aimed to investigate gender differences in the prevalence of tuberculosis (TB) in
India, using data from the National Family Health Survey NFHS-2 and NFHS-3.
The study found that the prevalence of TB was higher among men than women,
and this difference was significant in both surveys.

The study also found that the proportion of women reporting TB increased
significantly from NFHS-2 to NFHS-3, whereas the proportion of men remained
relatively stable. The study suggested that there is a need for gender-specific in-
terventions to address TB in India, as well as further research to understand the
underlying factors contributing to the gender differential in TB prevalence.

It is noted that the increase in the gender gap is more in rural areas than in
urban areas. 88% of the entire growth is linked to rural areas, and 12% is linked
to urban areas.

Hindus, other caste groups, and high SLI categories contribute the most in ur-
ban areas.
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CHAPTER 3

Methodology

3.1 Data Preprocessing

3.1.1 Data Cleaning

In our analysis of the NFHS-5 dataset, we focused on the household-level data,
which consisted of 6,482 variables encompassing questions asked to household
members. This data set was particularly extensive, comprising approximately
637,000 household records. Due to the size and complexity of the dataset, we
undertook several steps to ensure its usability and relevance to our research on
tuberculosis (TB).

To facilitate our analysis, we initially converted the data from its original for-
mat into CSV files, which allowed us to work with the data efficiently using
Python programming language. By employing Python’s data manipulation and
analysis capabilities, we were able to conduct various preprocessing steps aimed
at refining the dataset.

One of the initial preprocessing steps involved the removal of rows containing
missing values, as our focus was specifically on households and variables related
to TB. Removing such rows ensured that our analysis would be based on complete
and relevant data, thereby enhancing the accuracy and reliability of our findings.

By eliminating data points unrelated to TB, we further streamlined the dataset,
enabling us to concentrate solely on the variables and information pertinent to
our research objectives. This meticulous approach helped us to avoid any con-
founding factors and maintain a clear focus on TB-related indicators within the
household-level data.
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Through these initial data preprocessing steps, we have established a robust
foundation for our subsequent analyses, enabling us to delve deeper into the
NFHS-5 dataset and extract meaningful insights regarding the prevalence and
associated factors of TB within households.

3.1.2 Data Classification

Following the data cleaning process, we encountered the challenge of working
with an extensive dataset exceeding 7 GB in size. To overcome this obstacle, we
adopted a data classification approach to facilitate our analysis and streamline our
focus. By dividing the dataset into distinct categories, we were able to efficiently
work with manageable subsets of data.

We categorized the dataset based on the Human Development Index (HDI)
provided by the United Nations Development Programme (UNDP). This index
serves as a measure of overall development and encompasses various socio-economic
indicators. In our classification, we created three categories: High HDI, Medium
HDI, and Low HDI, each containing five states, resulting in a total of 15 states out
of the 37 states covered in the NFHS-5 dataset.

The High HDI category comprised the following states: Delhi, Goa, Puducherry,
Kerala, and Chandigarh. These states were selected based on their high HDI
scores, reflecting advanced levels of human development.

The Medium HDI category included the states of Rajasthan, Arunachal Pradesh,
Karnataka, Uttarakhand, and Telangana. These states demonstrated HDI scores
falling within an average range.

Lastly, the Low HDI category encompassed Bihar, Jharkhand, Madhya Pradesh,
Odisha, and Uttar Pradesh. These states exhibited comparatively lower HDI
scores, signifying a need for targeted interventions to enhance human develop-
ment indicators.
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By stratifying the data into these categories, we were able to focus our analysis
on specific sets of states, enabling a more manageable and targeted examination
of the data. This approach allowed us to gain deeper insights into the variations
and patterns within each category, providing a more nuanced understanding of
the relationship between HDI and the variables related to our research objectives.

Principal Component Analysis (PCA) and Singular Value Decomposition (SVD)
are two popular techniques for dimensionality reduction in machine learning and
data analysis. Both methods aim to reduce the dimensionality of a dataset while
preserving as much relevant information as possible. Here’s a brief description of
each method:

1. Principal Component Analysis (PCA):

• PCA is a statistical technique used to transform a high-dimensional
dataset into a lower-dimensional space.

• It identifies the directions (principal components) in the data that cap-
ture the most significant variations.

• The first principal component explains the largest variance in the data,
and subsequent components explain the remaining variances in de-
creasing order.

• PCA achieves dimensionality reduction by projecting the original data
onto a new coordinate system defined by the principal components.

• The transformed dataset contains fewer dimensions, with each dimen-
sion being a linear combination of the original features.

• The reduced dimensions retain the most important patterns and struc-
ture of the original data.

• PCA is an unsupervised method and can be applied to both numerical
and continuous variables.

2. Singular Value Decomposition (SVD):

• SVD is a matrix factorization technique commonly used in linear alge-
bra and data analysis.

• It decomposes a matrix into three matrices: U, Σ, and V, where U and
V are orthogonal matrices and Σ is a diagonal matrix containing the
singular values.
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• SVD can be applied to any matrix, including rectangular and square
matrices.

• In the context of dimensionality reduction, SVD is used to reduce the
dimensionality of a dataset by retaining the most significant singular
values and their corresponding columns in the U and V matrices.

• The resulting lower-dimensional representation captures the essential
structure and relationships in the data.

• SVD can be employed for both numerical and categorical data, but it
often requires numerical transformations or encoding for non-numeric
variables.

Both PCA and SVD have various applications in data preprocessing, feature ex-
traction, and data compression. They are useful for visualizing high-dimensional
data, removing noise, finding latent factors, and improving computational effi-
ciency in subsequent analysis tasks. The choice between PCA and SVD depends
on the specific context and requirements of the problem at hand.
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3.2 A Comprehensive Data Analysis

The Human Development Index (HDI) [1] is a composite measure that provides
an overview of a country’s overall level of human development. It takes into
account multiple factors across three broad dimensions: health, education, and
standard of living. The specific factors that contribute to the calculation of HDI
include:

1. Life expectancy at birth: This factor reflects the average number of years a
newborn is expected to live, indicating the health status and access to health-
care within a country.

2. Education: HDI considers two indicators related to education:

a. Expected years of schooling: It measures the number of years of education
an average child is expected to receive.
b. Mean years of schooling: This indicator represents the average number
of years of education completed by the adult population, providing insights
into the overall educational attainment within a country.

3. Gross national income (GNI) per capita: This factor assesses the income
level and economic well-being of individuals in a country, taking into ac-
count the total income generated by residents and non-residents.

Performing TB data analysis across different categories, such as nutrition-based,
bad habits, education level, and sex, can provide valuable insights into the factors
associated with TB prevalence and its variations. By examining these categories,
we can gain a deeper understanding of the relationships between TB and various
demographic and behavioral factors. Here’s an overview of the potential analyses
we have conducted.

In order to conduct a comprehensive analysis, it is essential to consider the
prevalence of tuberculosis (TB) cases in relation to the population size. Given that
the overall prevalence of TB cases was a mere 0.3% across all three categories,
the absolute number of TB patients would be relatively low. Therefore, to en-
sure meaningful comparisons, we have opted to express the number of TB pa-
tients per 100,000 individuals for both the non-TB and TB patient groups within
each feature. This approach allows for a more standardized and representative
assessment of the impact of TB within the studied population. By employing this
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methodology, we aim to provide a robust basis for our analysis and facilitate ac-
curate comparisons between different features.

3.2.1 Sex Ratio

In our analysis across all three categories of High, Medium, and Low HDI, a
distinct pattern emerges regarding the prevalence of tuberculosis (TB) among
males and females. It is evident that the proportion of males affected by TB
exceeds 60%, whereas females comprise less than 40% of TB cases. Con-
versely, when considering non-TB patients, both genders exhibit a relatively
equal distribution, with a near 50-50% ratio. This stark contrast in gender
distribution leads us to a compelling conclusion: males have a higher sus-
ceptibility to contracting TB compared to females.

Figure 3.1: Percentage of TB patients per 100000 by Sex in Low HDI
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Figure 3.2: Percentage of TB patients per 100000 by Sex in Medium HDI

Figure 3.3: Percentage of TB patients per 100000 by Sex in High HDI
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3.2.2 Bad Habits

In our analysis of the impact of bad habits, specifically smoking and alcohol
consumption, on tuberculosis (TB) prevalence, a significant finding emerges.
We observe that the number of TB patients who engage in these habits is
nearly three times higher compared to non-TB patients. This compelling
correlation allows us to draw a clear conclusion: smoking and alcohol con-
sumption have a profound impact on the occurrence and severity of TB.

The association between smoking, alcohol consumption, and TB is well-
documented in numerous studies and supported by existing scientific ev-
idence. These habits can weaken the immune system, making individuals
more susceptible to TB infection and increasing the likelihood of developing
active TB disease. Additionally, smoking and alcohol consumption can im-
pede the efficacy of TB treatment, leading to poor treatment outcomes and
prolonged infectiousness.

In the analysis of the frequency of smoking inside the house and its correla-
tion with tuberculosis (TB) cases, a notable pattern emerges. When compar-
ing the frequency of smoking with the occurrence of TB, it becomes evident
that individuals who smoke daily have the second-highest percentage of TB
cases, accounting for approximately 33% of the overall cases. The highest
percentage of TB cases, around 40%, is observed among individuals who
never smoke. As we examine the other categories of smoking frequency, in-
cluding weekly, monthly, and rarely, the percentage of TB cases decreases to
less than 10% in all three categories. This trend holds true for the low human
development index (HDI) category.

Similarly, in the medium HDI category, the highest number of TB patients
is found among individuals who smoke daily, accounting for 37% of the
cases. Surprisingly, this surpasses the percentage of TB cases among indi-
viduals who never smoke, which stands at 35%. As we move through the
categories of weekly, monthly, and rarely, the percentage of TB cases gradu-
ally decreases.

These findings underscore the significant impact of daily smoking on the
prevalence of TB cases, particularly in the low and medium HDI categories.
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It is evident that smoking habits play a crucial role in the occurrence of TB,
with higher frequencies of smoking correlating with a higher risk of con-
tracting the disease. These observations highlight the importance of ad-
dressing smoking cessation and promoting awareness of the adverse health
effects associated with tobacco use in order to combat the incidence of TB.

Figure 3.4: Percentage of TB patients per 100000 by Smoking/Tobacco in Low HDI
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Figure 3.5: Percentage of TB patients per 100000 by Smoking/Tobacco in Medium
HDI

Figure 3.6: Percentage of TB patients per 100000 by Smoking/Tobacco in High
HDI
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Figure 3.7: Percentage of TB patients per 100000 by Alcohol Consumption in Low
HDI

Figure 3.8: Percentage of TB patients per 100000 by Alcohol Consumption in
Medium HDI
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Figure 3.9: Percentage of TB patients per 100000 by Alcohol Consumption in High
HDI

Figure 3.10: Percentage of TB patients per 100000 by Frequency of Smoking inside
the house in Low HDI
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Figure 3.11: Percentage of TB patients per 100000 by Frequency of Smoking inside
the house in Medium HDI

Figure 3.12: Percentage of TB patients per 100000 by Frequency of Smoking inside
the house in High HDI
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3.2.3 Nutrition Level

In the analysis of the impact of nutrition on tuberculosis (TB) prevalence,
two key indicators were considered: Body Mass Index (BMI) and anemia
level among males. The findings revealed interesting patterns across differ-
ent HDI categories.

BMI level: In the High HDI category, there was a higher incidence of TB
cases between the BMI levels of 1900-2000. Conversely, in the Medium HDI
category, a majority of TB cases were observed at BMI levels below 1800. It
is important to note that these variations occur because the data is calculated
per 100,000 people, meaning that even a small number of TB cases can sig-
nificantly affect the data. Furthermore, as BMI levels increased, the number
of TB cases generally decreased.

Upon comparing the body mass index (BMI) levels of female TB patients
in the high and medium human development index (HDI) categories, a no-
table trend emerges. In both categories, the highest number of TB patients is
observed in two specific BMI ranges, namely, <1800 and >2500. These two
ranges account for the majority of TB cases among female patients, while
the remaining BMI levels have relatively low occurrences, each representing
less than 10% of the total cases.

This observation highlights the significance of BMI levels in relation to TB
prevalence among female individuals in both the high and medium HDI cat-
egories. The higher number of cases in the <1800 range suggests a possible
association between undernutrition or low BMI and an increased vulnera-
bility to TB infection. On the other hand, the elevated number of cases in
the >2500 range may indicate a potential link between overweight or obe-
sity and TB incidence among females.

These findings emphasize the importance of addressing nutritional factors
and maintaining a healthy BMI in efforts to prevent and manage TB cases
among females. Public health interventions should focus on promoting bal-
anced nutrition and raising awareness about the potential risks associated
with both undernutrition and overweight/obesity in relation to TB infec-
tion.
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Figure 3.13: Percentage of TB patients per 100000 by BMI Level of Female in Low
HDI

Anemia level: When examining the anemia levels of male individuals in the
medium and low human development index (HDI) categories, striking sim-
ilarities can be observed. In both categories, the highest number of TB cases
is found among individuals with anemia levels falling within the range of
0-1. This specific range consistently demonstrates the highest prevalence of
TB cases among male patients.

Conversely, an interesting pattern emerges when considering the anemia
levels beyond this range. Male individuals with anemia levels greater than 4
show no recorded cases of TB, indicating a potential protective effect against
TB infection in this group. Additionally, anemia levels ranging from 1 to 4
exhibit a relatively lower percentage, with less than 20% of TB cases ob-
served within this range.

These findings highlight the correlation between anemia levels and TB in-
cidence among males in both the medium and low HDI categories. The
higher number of TB cases in the 0-1 range suggests a possible association
between lower hemoglobin levels and increased susceptibility to TB infec-
tion. However, it is crucial to note that further investigation is required to
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Figure 3.14: Percentage of TB patients per 100000 by BMI Level of Female in
Medium HDI

Figure 3.15: Percentage of TB patients per 100000 by BMI Level of Female in High
HDI
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fully understand the underlying mechanisms and causative factors driving
this relationship.

The observed pattern underscores the importance of addressing anemia as
a potential risk factor for TB and advocating for interventions aimed at im-
proving overall iron and hemoglobin status among males. Effective strate-
gies for preventing and managing anemia may contribute to the reduction
of TB cases in these populations.
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Figure 3.16: Percentage of TB patients per 100000 by Anemia Level of Male in Low
HDI
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Figure 3.17: Percentage of TB patients per 100000 by Anemia Level of Male in
Medium HDI
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Figure 3.18: Percentage of TB patients per 100000 by Anemia Level of Male in
High HDI
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3.2.4 Educational Level

In the analysis of the highest educational level achieved by individuals and
its impact on tuberculosis (TB) prevalence, compelling patterns emerge across
different Human Development Index (HDI) categories. These findings un-
derscore the importance of education as a factor influencing TB cases in In-
dia.

In the Medium HDI category, it is noteworthy that individuals with no edu-
cation represent the highest percentage of TB cases, accounting for over 50%
of the affected population. Furthermore, those with secondary education
contribute to approximately 25% of TB cases, while individuals with higher
education levels exhibit a significantly lower incidence of TB.

Similarly, in the High HDI category, individuals with only secondary ed-
ucation account for approximately 50% of TB cases. Those with primary
education contribute to around 30% of TB cases, whereas individuals with
higher education levels experience a substantially lower prevalence of TB,
constituting merely 10% of the affected population.

These findings lead us to a crucial conclusion: education plays a pivotal
role in influencing TB cases. Access to education equips individuals with
knowledge about TB prevention, awareness of healthcare practices, and the
ability to make informed decisions regarding their health. Higher education
levels are associated with increased health literacy, which includes under-
standing the importance of preventive measures, early detection, and timely
treatment-seeking behaviors.
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Figure 3.19: Percentage of TB patients per 100000 by Educational Level in Low
HDI

Figure 3.20: Percentage of TB patients per 100000 by Educational Level in Medium
HDI
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Figure 3.21: Percentage of TB patients per 100000 by Educational Level in High
HDI
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3.2.5 Wealth Index and Agewise

In terms of the wealth index, a distinct pattern emerges. In both the High
and Medium HDI categories, individuals belonging to the poorest segment
exhibit the highest percentage of TB cases, accounting for approximately
35% of the affected population. Conversely, individuals in the richest seg-
ment have the lowest TB incidence, with less than 10% of cases reported.
Moreover, as we move from the poorest to the poorer, middle, and richer
segments, the number of TB cases progressively decreases. These findings
suggest a clear relationship between wealth index and TB prevalence, with
a higher socioeconomic status being associated with a lower risk of contract-
ing TB.

Examining TB cases by age, distinct age-related patterns are observed across
different HDI categories. In the High HDI category, individuals aged 50-60
and 70 and above demonstrate a higher prevalence of TB cases. Conversely,
individuals under the age of 18 exhibit a lower incidence of TB. This trend
suggests that middle-aged and elderly populations are at a relatively higher
risk of TB infection within the High HDI category.

In the Medium HDI category, individuals aged 70 and above have the high-
est number of TB cases. This finding emphasizes the vulnerability of the
elderly population to TB infection within the Medium HDI category.

In conclusion, the analysis of wealth index and age in relation to TB cases
reveals important insights. Addressing socioeconomic disparities and im-
plementing age-specific interventions can contribute to reducing TB preva-
lence. By prioritizing efforts to reach vulnerable populations, such as those
in lower wealth index categories and specific age groups, we can make sig-
nificant progress in mitigating the burden of TB in society.
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Figure 3.22: Percentage of TB patients per 100000 by Wealth Index in Low HDI

Figure 3.23: Percentage of TB patients per 100000 by Wealth Index in Medium
HDI
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Figure 3.24: Percentage of TB patients per 100000 by Wealth Index in High HDI

Figure 3.25: Percentage of TB patients per 100000 by Age in Low HDI
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Figure 3.26: Percentage of TB patients per 100000 by Age in Medium HDI

Figure 3.27: Percentage of TB patients per 100000 by Age in High HDI
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3.2.6 State-wise

The table provides a comprehensive summary of tuberculosis (TB) cases in
different states and gender categories. It breaks down the data by state
(including Chandigarh, Delhi, Goa, Kerala, and Puducherry) and gender
(Male, Female, Transgender).

For instance, in Delhi, the table shows that there are 31 TB cases among Fe-
males and 28 among Males, while there are no recorded Transgender TB
cases. In Kerala, the number of TB cases is higher, with 60 among Females
and 145 among Males, again with no recorded Transgender TB cases. The
table allows for a quick overview of the distribution of TB cases across vari-
ous demographic groups within each state.

In Bihar, there are a substantial number of TB cases among both males and
females, with 289 TB cases among females and 454 among males. There are
also 11 transgender individuals in the dataset, but none of them have TB.
In Jharkhand, there are fewer TB cases compared to Bihar. Among females,
there are 63 TB cases, and among males, there are 167 TB cases. There are 6
transgender individuals, and none of them have TB.

Madhya Pradesh has a similar pattern with more TB cases among males 151
compared to females 88. There are 53 transgender individuals, and none
of them have TB. In Odisha, there are 93 TB cases among females and 140
among males. There are 3 transgender individuals, and none of them have
TB.

Uttar Pradesh has a relatively high number of TB cases, with 278 TB cases
among females and 489 among males. There are 15 transgender individuals,
and none of them have TB.
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State Gender Non TB patients TB patients

Chandigardh Female 1635 1
Male 1751 0

Delhi Female 20689 31
Male 22630 28

Goa Female 3686 8
Male 3592 10

Puducherry Female 6971 4
Male 6200 17

Kerala Female 24349 60
Male 21778 145

Table 3.1: Comparison of States in High HDI

State Gender Non TB patients TB patients

Arunachal pradesh Female 35089 150
Male 35619 198

Telangana Female 51625 81
Male 48482 152

Uttarakhand Female 27293 15
Male 25082 33

Karnataka Female 59224 86
Male 57184 136

Rajasthan Female 83124 108
Male 81829 229

Table 3.2: Comparison of States in Medium HDI

State Gender Non TB patients TB patients

Bihar Female 93012 289
Male 85068 454

Jharkhand Female 53561 63
Male 50619 167

Madhya Pradesh Female 100491 88
Male 102895 151

Odisha Female 55802 93
Male 52915 140

Uttar Pradesh Female 188596 278
Male 185145 489

Table 3.3: Comparison of States in Low HDI
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3.3 Implementation

3.3.1 Class Balancing Techniques

Data imbalance is a common issue [6] in machine learning and data analysis,
where the distribution of classes or categories in the dataset is heavily skewed.
This imbalance can negatively impact the performance and accuracy of predictive
models, as the model may become biased towards the majority class and strug-
gle to effectively learn from the minority class. To address this challenge, several
techniques can be employed to mitigate data imbalance:

1. Undersampling:

Undersampling involves reducing the number of instances from the major-
ity class (or classes) to balance the class distribution. The goal is to match
the number of instances in the minority class with that of the majority class.
This technique helps prevent the model from being biased towards the ma-
jority class and ensures that both classes receive equal representation during
training. Undersampling can be done randomly, where instances from the
majority class are randomly selected and removed, or it can be performed
using more advanced methods, such as Tomek links or Cluster Centroids,
which identify and remove specific instances based on their proximity to
other instances.

2. Oversampling:

Oversampling, on the other hand, involves increasing the number of in-
stances in the minority class to balance the class distribution. The aim is
to generate synthetic instances for the minority class to match the number
of instances in the majority class.

This helps to provide sufficient representation and prevent the model from
being biased toward the majority class. The most commonly used oversam-
pling technique is the Synthetic Minority Over-sampling Technique (SMOTE),
which creates synthetic examples by interpolating between the feature vec-
tors of existing minority class instances. SMOTE generates new samples by
considering the k nearest neighbors of each minority class instance and cre-
ating synthetic instances along the line segments connecting them
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3. Cost-Sensitive Learning:

Cost-sensitive learning involves assigning different costs or penalties to dif-
ferent types of misclassifications based on their relative importance. This
approach is particularly useful when the misclassification costs of different
classes are uneven or when the consequences of false positives and false
negatives differ significantly. By incorporating these costs into the learning
algorithm, the model can prioritize minimizing the overall cost instead of
simply optimizing accuracy. Cost-sensitive learning algorithms adjust the
classification threshold or modify the loss function to account for the asso-
ciated costs, thus allowing for more effective decision-making in scenarios
where certain errors are more costly than others.

4. Ensemble Methods:

Ensemble methods combine multiple individual models to create a stronger
and more accurate predictive model. By leveraging the diversity of the con-
stituent models, ensemble methods can reduce overfitting, increase gener-
alization, and improve overall performance. Common ensemble methods
include:

(a) Bagging (Bootstrap Aggregating): It involves training multiple models
on different bootstrap samples of the training data and averaging their
predictions to make final decisions.

(b) Boosting: It builds an ensemble of models sequentially, with each sub-
sequent model focusing on instances that were misclassified by the pre-
vious models, thereby improving overall performance.

(c) Random Forest: It is an ensemble of decision trees, where each tree is
trained on a random subset of features, and the final prediction is de-
termined by majority voting.

Ensemble methods can enhance model stability, handle complex rela-
tionships, and capture diverse patterns in the data, leading to improved
predictive accuracy.
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5. Data Augmentation:

Data augmentation techniques are used to artificially increase the size of
the training dataset by creating additional synthetic samples. This is par-
ticularly useful when the available dataset is limited or imbalanced. Data
augmentation techniques introduce variations or perturbations to the exist-
ing data, such as rotation, scaling, flipping, adding noise, or applying trans-
formations while preserving the original class labels. By augmenting the
training data, the model learns from a more diverse set of examples, which
can help improve generalization and reduce overfitting.

Data augmentation is commonly applied in computer vision tasks, such as
image classification and object detection, but can also be used in other do-
mains. It allows models to learn from a more comprehensive range of data
variations and can lead to improved performance and robustness.

6. Algorithmic Approaches:

Some algorithms inherently handle imbalanced data better than others. For
example, support vector machines (SVM) with appropriate class weights or
decision trees with balanced weightage to class samples can be effective in
handling imbalanced datasets.

These machine learning models can be applied to imbalanced datasets: Logis-
tic Regression, Decision Trees, Support Vector Machines (SVM), Random Forests,
Gradient Boosting Models (e.g., XGBoost, LightGBM, CatBoost), Neural Networks
(including CNN and RNN), Naive Bayes, K-nearest Neighbors (KNN), Anomaly
Detection Algorithms (e.g., One-Class SVM, Isolation Forest), Ensemble Methods
(e.g., AdaBoost, Bagging, Stacking)

These models can be adapted and used in various ways to address the class imbal-
ance, such as adjusting class weights, applying resampling techniques, or using
specialized algorithms for imbalanced classification. The selection of the most
suitable model will depend on the specific problem and dataset characteristics.
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3.3.2 Prediction Model

In our study, we encountered the challenge of data imbalance with our real-time
dataset. Due to the nature of the data, traditional approaches such as undersam-
pling and data augmentation techniques were not viable options. Undersampling
would have resulted in a loss of valuable data, while data augmentation tech-
niques did not offer meaningful transformations applicable to our dataset.

To address this issue, we opted to utilize the Synthetic Minority Over-sampling
Technique (SMOTE). SMOTE is an effective method [15]for generating synthetic
samples of the minority class by utilizing the K-nearest neighbors (KNN) algo-
rithm. By applying SMOTE, we successfully balanced the distribution of our
target and non-target classes, ensuring a more representative dataset for model
training and evaluation.

Having achieved a balanced dataset, we proceeded to apply various classifica-
tion algorithms, leveraging the analyzed features that proved to be most effective
in predicting tuberculosis (TB) cases. By utilizing these features and employing
machine learning models, we were able to accurately predict whether an individ-
ual had TB or not.

It is important to note that the choice of SMOTE as the data imbalance solution
was driven by the real-time nature of our dataset and the limitations of other tech-
niques. By achieving class balance through SMOTE, we could mitigate the bias
towards the majority class and enhance the performance of our predictive models.

This approach not only allowed us to leverage the full potential of our data but
also improved the accuracy and reliability of our TB predictions. By incorporat-
ing the analyzed features into our prediction models, we could identify significant
factors associated with TB and utilize them to make informed predictions about
an individual’s TB status.

The successful implementation of SMOTE in addressing data imbalance in our
real-time dataset demonstrates the importance of employing tailored techniques
to overcome specific challenges. This methodology ensures that our analysis re-
mains robust and provides valuable insights into the prediction and prevention
of TB, contributing to the existing body of knowledge in the field.
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In order to address the data imbalance issue in our study across all three cate-
gories (high, medium, and low HDI), we employed the Synthetic Minority Over-
sampling Technique (SMOTE). By applying SMOTE, we successfully balanced the
distribution of our target and non-target classes, ensuring a more representative
dataset for analysis.

After performing SMOTE, we separated the dataset into features and target
columns. Subsequently, we utilized the logistic regression model as our classifier.
The dataset was randomly split into training and testing sets, with 80% allocated
for training and 20% for testing purposes. Upon fitting the logistic regression
model, we generated a classification report to evaluate the model’s performance.

In the second approach, we implemented Principal Component Analysis (PCA)
before applying logistic regression. The purpose of PCA was to reduce the dimen-
sionality of the feature space while retaining the most relevant information. Sim-
ilar to the previous technique, we split the dataset into training and testing sets,
and a classification report was generated based on the logistic regression model
applied to the transformed data.

In the third approach, instead of PCA, we utilized our own analyzed features.
These features were carefully selected based on their significance and impact on
the target variable. We compared the performance of logistic regression using
these analyzed features with the previous techniques. Notably, this technique
yielded the highest accuracy among all three categories.

In the fourth approach, we employed the combination of SMOTE, analyzed
features, and Adaboost, which is an ensemble technique known for its ability to
combine weak classifiers to create a stronger, more accurate model. Despite its
promising potential, this approach yielded lower accuracy in comparison to the
previous three methods.

Continuing our analysis, we explored the fifth approach, which incorporated
SMOTE, analyzed features, and Gradient Boosting. Gradient Boosting is another
ensemble technique that sequentially trains multiple models, with each subse-
quent model focusing on correcting the mistakes made by the previous models.
The implementation of this approach resulted in improved accuracy across all
three categories, surpassing the performance achieved by Adaboost.
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Lastly, we investigated the effectiveness of the sixth approach, which com-
bined SMOTE, analyzed features, and Random Forest. Random Forest is a pow-
erful ensemble learning method that constructs a multitude of decision trees and
combines their outputs to make predictions. This approach yielded exceptional
results, with accuracy rates ranging from 98% to 99% in all three categories. These
findings indicate that the SMOTE, analyzed features, and Random Forest ap-
proach produced the most accurate predictions among all the methods evaluated
in our study.

These outcomes highlight the importance of carefully selecting and combining
different techniques to optimize prediction accuracy in the analysis of tuberculosis
cases. The superior performance of the SMOTE analyzed features, and Random
Forest approach demonstrates its potential to enhance the accuracy of tuberculo-
sis prediction models, making it a valuable method for future research and clinical
applications.
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CHAPTER 4

Results

Table 4.1 presents a comparison of different methods used in the analysis of tu-
berculosis (TB) cases within regions characterized by high Human Development
Index (HDI). The table displays performance metrics, including precision, recall,
F1 score, support, and accuracy, for each method and category.

First of all, we discuss about the definition and formulas of the terms which
we have used in our performance metrics.

Precision is a metric that calculates the proportion of correctly predicted posi-
tive instances (true positives) out of all instances predicted as positive.

Precision = True Positives / (True Positives + False Positives)

Recall measures the proportion of correctly predicted positive instances (true
positives) out of all actual positive instances.

Recall = True Positives / (True Positives + False Negatives)

The F1 score is a harmonic mean of precision and recall. It’s useful when you
want to balance both precision and recall.

F1 Score = 2 * (Precision * Recall) / (Precision + Recall)

Support refers to the number of actual occurrences of a class in the dataset. It
can be seen as the "true" count of instances belonging to a particular class.

Accuracy is a measure of how many instances are correctly classified overall.
It’s the ratio of correctly predicted instances (both true positives and true nega-
tives) to the total number of instances.

Accuracy = (True Positives + True Negatives) / Total Instances
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True Positives (TP) are the instances that are correctly predicted as positive.
False Positives (FP) are the instances that are predicted as positive but are actually
negative.
False Negatives (FN) are the instances that are predicted as negative but are actu-
ally positive.
True Negatives (TN) are the instances that are correctly predicted as negative.

The first two methods, "SMOTE and Logistic Regression" and "SMOTE, PCA,
and Logistic Regression," utilized logistic regression in combination with SMOTE
(Synthetic Minority Over-sampling Technique) and principal component analy-
sis (PCA). Both methods achieved similar results, with precision, recall, and F1
scores of around 0.63 to 0.65 for both the non-TB and TB categories. The accuracy
for these methods was 65%.

The next approach, "SMOTE, Analyzed Features, and Logistic Regression,"
incorporated analyzed features in addition to SMOTE and logistic regression.
This method demonstrated improved performance, with precision, recall, and F1
scores of approximately 0.72 to 0.79 for the non-TB category and 0.74 to 0.81 for
the TB category. The overall accuracy increased to 76%.

Moving forward, the "SMOTE, Analyzed Features, and AdaBoost" method uti-
lized AdaBoost, an ensemble technique, along with SMOTE and analyzed fea-
tures. This approach showed further enhancement, with precision, recall, and F1
scores ranging from 0.80 to 0.85 for the non-TB category and 0.82 to 0.84 for the
TB category. The overall accuracy reached 83%.

Continuing the analysis, the "SMOTE, Analyzed Features, and Gradient Boost-
ing" method employed Gradient Boosting, another ensemble technique, along
with SMOTE and analyzed features. This approach yielded even higher preci-
sion, recall, and F1 scores, ranging from 0.83 to 0.89 for the non-TB category and
0.83 to 0.88 for the TB category. The overall accuracy increased to 86%.

Finally, the "SMOTE, Analyzed Features, and Random Forest" method utilized
Random Forest, a powerful ensemble learning technique, in combination with
SMOTE and analyzed features. This approach showcased outstanding perfor-
mance, with precision, recall, and F1 scores of 0.97 to 0.99 for both the non-TB and
TB categories. The accuracy of this method reached an impressive 98%.
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These results demonstrate the effectiveness of utilizing different methods, in-
cluding ensemble techniques, in the analysis of TB cases within high HDI re-
gions. The SMOTE, Analyzed Features, and Random Forest approach exhibited
the highest accuracy and can be considered a valuable method for tuberculosis
prediction models in similar contexts.
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Method Cases Precision Recall F1 score Support Accuracy

SMOTE and Logistic

Regression

Non-TB 0.65 0.64 0.63 22541
65%

TB 0.64 0.66 0.65 22773

SMOTE, PCA and

Logistic Regression

Non-TB 0.65 0.64 0.63 22541
65%

TB 0.64 0.67 0.63 22773

SMOTE, Analyzed Features

and Logistic Regression

Non-TB 0.79 0.72 0.75 17749
76%

TB 0.74 0.81 0.77 17719

SMOTE, Analyzed Features

and AdaBoost

Non-TB 0.81 0.85 0.83 17749
83%

TB 0.84 0.80 0.82 17719

SMOTE, Analyzed Features

and Gradient Boosting

Non-TB 0.84 0.89 0.86 17749
86%

TB 0.88 0.83 0.85 17719

SMOTE, Analyzed Features

and Random Forest

Non-TB 0.99 0.97 0.98 17749
98%

TB 0.97 0.99 0.98 17719

Table 4.1: Comparison of Methods in High HDI
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Table 4.2 presents a comparison of different methods used in the analysis of
tuberculosis (TB) cases within regions characterized by the medium Human De-
velopment Index (HDI). The table provides performance metrics, including pre-
cision, recall, F1 score, support, and accuracy, for each method and category.

The first two methods, "SMOTE and Logistic Regression" and "SMOTE, PCA,
and Logistic Regression," utilized logistic regression in combination with SMOTE
(Synthetic Minority Over-sampling Technique) and principal component analysis
(PCA). Both methods yielded similar results, with precision, recall, and F1 scores
of around 0.60 for both the non-TB and TB categories. The accuracy for these
methods was 60%.

Moving on, the "SMOTE, Analyzed Features, and Logistic Regression" ap-
proach incorporated analyzed features along with SMOTE and logistic regression.
This method demonstrated improved performance, with precision, recall, and F1
scores of approximately 0.77 to 0.80 for the non-TB category and 0.76 to 0.80 for
the TB category. The overall accuracy increased to 78%.

Next, the "SMOTE, Analyzed Features, and AdaBoost" method utilized Ad-
aBoost, an ensemble technique, in combination with SMOTE and analyzed fea-
tures. This approach showed further enhancement, with precision, recall, and F1
scores ranging from 0.87 to 0.90 for the non-TB category and 0.87 to 0.90 for the
TB category. The overall accuracy improved to 88%.

Continuing the analysis, the "SMOTE, Analyzed Features, and Gradient Boost-
ing" approach employed Gradient Boosting, another ensemble technique, along
with SMOTE and analyzed features. This method yielded higher precision, recall,
and F1 scores, ranging from 0.88 to 0.93 for the non-TB category and 0.87 to 0.93
for the TB category. The overall accuracy reached 90%.

Finally, the "SMOTE, Analyzed Features, and Random Forest" method utilized
Random Forest, a powerful ensemble learning technique, along with SMOTE and
analyzed features. This approach showcased exceptional performance, with pre-
cision, recall, and F1 scores of 0.98 to 1.00 for both the non-TB and TB categories.
The accuracy for this method reached an impressive 99%.
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These results demonstrate the effectiveness of utilizing different methods, in-
cluding ensemble techniques, in the analysis of TB cases within medium HDI
regions. The SMOTE, Analyzed Features, and Random Forest approach exhibited
the highest accuracy and can be considered a valuable method for tuberculosis
prediction models in similar contexts.
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Method Cases Precision Recall F1 score Support Accuracy

SMOTE and Logistic

Regression

Non-TB 0.60 0.60 0.60 100919
60%

TB 0.60 0.61 0.60 100910

SMOTE, PCA and

Logistic Regression

Non-TB 0.60 0.60 0.60 100919
60%

TB 0.60 0.61 0.60 100919

SMOTE, Analyzed Features

and Logistic Regression

Non-TB 0.77 0.80 0.79 75105
78%

TB 0.80 0.76 0.78 75177

SMOTE, Analyzed Features

and AdaBoost

Non-TB 0.87 0.90 0.88 75105
88%

TB 0.90 0.87 0.88 75177

SMOTE, Analyzed Features

and Gradient Boosting

Non-TB 0.88 0.93 0.91 75105
90%

TB 0.93 0.87 0.90 75177

SMOTE, Analyzed Features

and Random Forest

Non-TB 1.00 0.98 0.99 75105
99%

TB 0.98 1.00 0.99 75177

Table 4.2: Comparison of Methods in Medium HDI
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Table 4.3 presents a comparison of different methods used in the analysis of tu-
berculosis (TB) cases within regions characterized by low Human Development
Index (HDI). The table provides performance metrics, including precision, recall,
F1 score, support, and accuracy, for each method and category.

The first two methods, "SMOTE and Logistic Regression" and "SMOTE, PCA,
and Logistic Regression," utilized logistic regression in combination with SMOTE
(Synthetic Minority Over-sampling Technique) and principal component analysis
(PCA). Both methods yielded similar results, with precision, recall, and F1 scores
ranging from 0.57 to 0.63 for the non-TB category and 0.61 to 0.65 for the TB cate-
gory. The accuracy for these methods was 62%.

Moving on, the "SMOTE, Analyzed Features, and Logistic Regression" ap-
proach incorporated analyzed features along with SMOTE and logistic regression.
This method demonstrated improved performance, with precision, recall, and F1
scores of approximately 0.77 to 0.81 for the non-TB category and 0.76 to 0.80 for
the TB category. The overall accuracy increased to 79%.

Next, the "SMOTE, Analyzed Features, and AdaBoost" method utilized Ad-
aBoost, an ensemble technique, in combination with SMOTE and analyzed fea-
tures. This approach showed further enhancement, with precision, recall, and F1
scores ranging from 0.83 to 0.85 for the non-TB category and 0.83 to 0.85 for the
TB category. The overall accuracy improved to 84%.

Continuing the analysis, the "SMOTE, Analyzed Features, and Gradient Boost-
ing" approach employed Gradient Boosting, another ensemble technique, along
with SMOTE and analyzed features. This method yielded higher precision, recall,
and F1 scores, ranging from 0.82 to 0.90 for the non-TB category and 0.82 to 0.89
for the TB category. The overall accuracy reached 86%.

Finally, the "SMOTE, Analyzed Features, and Random Forest" method utilized
Random Forest, a powerful ensemble learning technique, along with SMOTE and
analyzed features. This approach showcased exceptional performance, with pre-
cision, recall, and F1 scores of 0.95 to 0.99 for both the non-TB and TB categories.
The accuracy for this method reached an impressive 97%.

54



These results demonstrate the effectiveness of utilizing different methods, in-
cluding ensemble techniques, in the analysis of TB cases within low HDI re-
gions. The SMOTE, Analyzed Features, and Random Forest approach exhibited
the highest accuracy and can be considered a valuable method for tuberculosis
prediction models in similar contexts.
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Method Cases Precision Recall F1 score Support Accuracy

SMOTE and Logistic

Regression

Non-TB 0.62 0.58 0.60 193240
62%

TB 0.61 0.65 0.63 194037

SMOTE, PCA and

Logistic Regression

Non-TB 0.63 0.57 0.60 193240
62%

TB 0.61 0.66 0.63 194037

SMOTE, Analyzed Features

and Logistic Regression

Non-TB 0.77 0.81 0.79 133551
79%

TB 0.80 0.76 0.78 134445

SMOTE, Analyzed Features

and AdaBoost

Non-TB 0.83 0.85 0.84 133551
84%

TB 0.85 0.83 0.84 134445

SMOTE, Analyzed Features

and Gradient Boosting

Non-TB 0.83 0.90 0.86 133551
86%

TB 0.89 0.82 0.85 134445

SMOTE, Analyzed Features

and Random Forest

Non-TB 0.99 0.95 0.97 133551
97%

TB 0.95 0.99 0.97 134445

Table 4.3: Comparison of Methods in Low HDI
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CHAPTER 5

Conclusion

In this study, we conducted a comprehensive analysis of household member data,
focusing on identifying the factors that significantly impact tuberculosis (TB) pa-
tients compared to non-TB individuals. Through this analysis, we were able to
identify key features associated with TB cases, shedding light on the underlying
factors contributing to TB occurrence. In order to obtain accurate data, we nor-
malized the number of tuberculosis (TB) and non-TB patients per 100,000 people
in each category. This approach was adopted due to the relatively low number of
TB cases available for analysis. By considering the number of cases per 100,000
individuals, we were able to account for population variations and derive mean-
ingful insights from the data.

To develop a prediction model for TB, we addressed the issue of data im-
balance using the Synthetic Minority Over-sampling Technique (SMOTE). Sub-
sequently, we applied three different approaches to evaluate the effectiveness of
our prediction model. The first approach involved applying SMOTE and logis-
tic regression. The second approach incorporated SMOTE, Principal Component
Analysis (PCA), and logistic regression. Finally, in the third approach, we em-
ployed SMOTE, our own analyzed features, and logistic regression. Upon com-
paring the results of these approaches, we found that the third approach yielded
the highest accuracy, with approximately 80% accuracy in predicting whether a
person has TB across all three categories of high, medium, and low Human De-
velopment Index (HDI).

This finding emphasizes the significance of incorporating our own analyzed
features in conjunction with SMOTE and logistic regression for TB prediction.
The utilization of these carefully selected features allowed for a more accurate
prediction of TB cases, surpassing the accuracy achieved by the other two ap-
proaches. Our study contributes to the existing literature by providing insights
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into the prediction of TB cases using a combination of data-balancing techniques
and logistic regression. The high accuracy achieved in the third approach high-
lights the potential of our methodology for effective TB prediction across different
HDI categories.

However, it is important to acknowledge certain limitations of our study. These
include the reliance on a specific dataset and the need for further validation on
larger and more diverse datasets. Additionally, the generalizability of our find-
ings to other populations and settings should be considered.

In conclusion, our study demonstrates the importance of addressing data im-
balances and employing a comprehensive approach to predict TB cases. The find-
ings support the use of SMOTE, our analyzed features, and logistic regression as
an effective methodology for accurate TB prediction. These results contribute to
the understanding of TB epidemiology and can inform public health interventions
and strategies to combat TB effectively. Further research is warranted to validate
and refine our approach and explore its applicability in real-world healthcare set-
tings.

5.1 Policy Implications of This Research

Early Detection and Intervention

The predictive models developed in this study have the potential to revolu-
tionize tuberculosis (TB) control by enabling early detection of individuals at a
higher risk of developing the disease. This advancement could lead to timely
medical intervention and treatment, consequently reducing both the severity and
transmission of TB.

Public Health Campaigns

The correlation analysis conducted on features such as smoking, alcohol con-
sumption, and education level can serve as the foundation for targeted public
health campaigns. These initiatives can focus on raising awareness about the risk
factors associated with TB, promoting healthier behaviors, and ultimately con-
tributing to disease prevention.

Policy Recommendations
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Our research contributes to evidence-based policy recommendations for com-
bating TB. By uncovering significant associations between socio-economic factors
and TB prevalence, policymakers can consider interventions that improve educa-
tion and income distribution, thereby reducing TB risk among vulnerable popu-
lations.

Healthcare Equity

Through the examination of wealth index, education, and sex ratio, our study
highlights healthcare disparities linked to TB. This insight can guide the develop-
ment of strategies aimed at promoting equity in healthcare access and quality of
treatment across diverse socio-economic backgrounds.

International Collaboration

As TB remains a global health concern, our findings can contribute to inter-
national efforts aimed at tackling the disease. Sharing insights and models with
organizations such as the World Health Organization (WHO) facilitates the cre-
ation of coordinated strategies that transcend borders.

Research and Further Studies

This study lays the groundwork for future research in the field of TB. Re-
searchers can build upon our findings to explore nuanced relationships between
different variables and their intricate impact on TB prevalence, fostering a deeper
understanding of the disease dynamics.

Health Education Programs

The analysis conducted on factors like education, smoking, and alcohol can
provide the basis for targeted health education initiatives. These programs can
educate individuals on the risks associated with specific behaviors and their cor-
relation with TB, promoting informed decision-making.

Data-Driven Decision-Making

In essence, this research advocates for data-driven decision-making in the health-
care sector. It emphasizes the importance of employing quantitative insights to
guide policies, interventions, and the allocation of resources effectively, ultimately
contributing to more efficient TB control strategies.
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