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Abstract

Automation has gained significant prominence in various technological domains,
offering the potential to streamline processes and minimize human error. Even
though it is believed that education and the process of teaching-learning require
human-to-human interaction, automation may have tremendous promises here
too, particularly in tasks such as student registration, class attendance, adminis-

trative duties, and answer sheets evaluation.

This thesis focuses on automating the evaluation of answer sheets submitted
by students as a result of a conducted examination. As the scope of the thesis, we
have considered answers to only two types of questions, namely, multiple choice
questions for which one of the four alphabets: a, b, c or d is selected as the correct
answer and objective type questions which have single word answers such as
"Yes” or 'No’; ‘correct” or ‘incorrect’; ‘true’ or “false’. Therefore we need to 'read’
these 10 answers to mark it a right answer, else it is a wrong answer. The right
answer will fetch a positive mark and the wrong answer will attract a zero or a

negative mark, whatever the case may be.

We took a two-pronged approach to achieve automation. At first, we tried the
‘classification” approach, in which our system was trained to classify the answers
in one of these 10 classes, i.e., a, b, ¢, d, Yes, No, Correct, Incorrect, True, False.
We employed an object detection model, YOLO which was capable of classify-
ing a fixed set of ten classes representing possible answers. This model achieved
an impressive accuracy rate of 93% and demonstrated the potential to automate
the evaluation of multiple-choice and one-word answer-type questions. Our sys-
tem worked fine until it found an answer which was of a new class, for example,
‘right’. The system tries to read it as one of the 10 classes and that is wrong. It re-
duces the efficiency of this automation system. To experiment with this approach
we created our own handwritten dataset of these 10 classes. It has over 24200
data.

In order to address the limitations of the first approach, we attempted this



problem as a recognition problem. It leveraged text recognition models combin-
ing convolutional neural networks (CNN) and recurrent neural networks (RNNs).
YOLO was used to recognize each of the 26 alphabets of English script. Then 5
deep learning models, such as CNN, CNN + RNN, CNN + LSTM, CNN + Bidirec-
tional LSTM, and CNN + Bidirectional GRU were used to read the word. These
models were capable of recognizing all words written in the answer sheets. We
then proceeded to match the recognized words with a fixed set of answers. How-
ever, in cases where a match was not found, we considered those responses for
further evaluation. Through a comparison of the outputs from each model, we
achieved an impressive accuracy of 91%. This outcome underscores the effective-

ness of employing diverse methods to automate the evaluation of answer sheets.

In order to achieve it, we used a benchmark IAM word dataset [17]. This
dataset was used to train these deep-learning models for effective automation.
Then we combine the self-generated dataset of handwritten samples in this ap-

proach to test the automatic answer sheet evaluation system.

In future, the remaining two types of questions, e.g., short answer type and
long answer type, may also be included in this answer sheet evaluation automa-
tion system. This will require NLP based approach to evaluate the answers in a

contextual approach.
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CHAPTER 1

Introduction

1.1 Background

Education is a critical aspect of a country’s development, and India has been in-
vesting heavily in its education sector in recent years. Referring to the Economic
Survey 2022-23, the Government of India allocated below 3% of the country’s 2022
GDP. It includes national and state level budgets both [24]. According to the Uni-
fied District Information System for Education (UDISE) 2021-22 report [1], there
are 15.1 lakh schools in India, with Gujarat having 54,629 schools. Over 26 crore
students across 15.1 lakh schools are being taught by over 95 lakh teachers of pre-

primary to higher secondary schools.

In Gujarat, the State Examination Board (SEB) conducts various exams such as
the Secondary School Certificate (SSC), and Higher Secondary School Certificate
(HSSC). Also, there is a regular system of conducting monthly tests for each class
within the schools. The purpose of these continuous exams or grading systems
is to provide the students with feedback on their performance. It helps them im-
prove continuously. Most of these exams are pen-and-paper exams. The question
papers of any of these pen-and-paper exams may comprise any or all of the four
types of questions, which are explained in Section 1.4. Currently, the evaluation
process for these exams is manual, where teachers check the answer sheets and
grade them manually. This process is time-consuming, requires significant man-
power, and can take several weeks or even months due to the large number of
students and schools. Above all, there is a finite potential for errors in the evalua-

tion due to human factors.

Instead, consider a situation in which a model or master answer key is created,
which is fed into the computer and then the computer is tasked to evaluate the

submitted answer sheets of students using an automated system.



In conclusion, automating the evaluation process of answer sheets can provide
a significant benefit to the education sector in India, particularly in Gujarat, where

the number of students and schools is quite large.

1.2 Limitations of the traditional evaluation process

The traditional evaluation process has several limitations, which affect the accu-
racy and efficiency of the evaluation process. Firstly, it is time-consuming, and
the results may get delayed due to the large number of students and schools. The
manual process of evaluating answer sheets is a time-consuming process that can
take several weeks or even months to complete. This delay can cause significant
problems, especially when announcing the results. Students may have to wait

long to receive their grades, which can cause anxiety and stress.

Another major limitation of the manual evaluation process is the potential for
errors. Human errors are inevitable, and fatigue and bias can affect the accuracy
of the evaluation process. Different teachers may evaluate the same answers dif-
ferently, even if a model answer is provided to all teachers involved in the evalua-
tion. leading to inconsistencies and a lack of uniformity in the evaluation process.

This lack of uniformity can affect the reliability of the results.

Furthermore, the traditional evaluation process requires a significant amount
of manpower. The process of collecting answer sheets from various exam cen-
tres and distributing them among teachers for evaluation requires a large work-
force. This not only makes the process expensive but also creates a burden on the
teachers, who have to spend a considerable amount of time evaluating the answer

sheets.

The above can be clubbed in the following three major issues of the current

evaluation process i.e.

1. Incorrect evaluation due to human error.

2. Time-consuming in collection and distribution of answer sheets for evalua-

tion
3. Time-consuming due to evaluation by humans.

To overcome these limitations, automating the evaluation process can help to

reduce the burden on teachers, minimize the time taken to evaluate the answers,

2



and improve the accuracy of the evaluation process. Hence, there is a need to
develop an automated system that can evaluate the answer sheets and provide

accurate and uniform results.

1.3 Motivation

Developing an automated system for evaluating answer sheets can address these
limitations and may entice transparency too. First, automation can significantly
reduce the time and resources required for the evaluation process. Automated
systems can process answer sheets quickly, accurately, and consistently. With au-
tomated systems, teachers can focus on other aspects of their teaching responsi-

bilities, such as lesson planning, student engagement, and feedback provision.

Automation can improve accuracy and ensures consistency in the evaluation
process. The automated system is not prone to personal biases that may creep
in due to human evaluation. It can provide a uniform evaluation for all answer

sheets, ensuring that each student gets the same marks for similar answers.

The automated system can also shrink the time taken in result announcement
and to provide feedback to students, It can help them identify their strengths and
weaknesses and improve their performance in subsequent exams in a timely man-
ner. This feedback will be crucial in enabling students to learn and grow, leading

to better teaching-learning outcomes in our education system.

In summary, the motivation for developing an automated system for evalu-
ating answer sheets is to address the challenges of the traditional manual evalu-
ation process and provide several benefits, including improved efficiency, accu-
racy, and consistency of the evaluation process, reduced workload for teachers,

and enhanced learning outcomes for students.

1.4 Objective

The assessment of student knowledge and understanding plays a crucial role in
the education system. A key component of this evaluation is the administration

of question papers, which typically encompass four different question types:

1. Multiple-choice questions (MCQ): These require students to select the cor-
rect answer from a given set of options, typically represented by letters such

3



as A, B, C, or D. Right now we are considering that at primary and secondary

school levels these MCQs do not have multiple right answers.

2. Objective-type questions: These questions call for single-word responses,

7. /7]

such as “yes” or "no”; “correct” or "incorrect”; “true” or “false”.

3. Short answer type questions: Students are asked to write concise answers

within the range of 2 to 3 lines or at the most not exceeding a paragraph.

4. Descriptive answer type questions: These may also be called essay-type
questions. Answers to these questions may even exceed a page depending

upon the nature of the questions.

Assessing student knowledge and skills across different subject areas is made
comprehensive through the use of diverse question types. However, each ques-

tion type presents unique challenges when it comes to evaluation and grading.

Multiple-choice questions offer a straightforward evaluation process since the
correct answer is predefined. Objective-type questions also have fixed answers,
requiring students to provide single-word responses. These question types can be

evaluated using text segmentation and recognition techniques.

On the other hand, short-answer-type and descriptive-answer-type questions
pose additional complexities as they lack predetermined correct answers. Evalu-
ation of such questions requires an automated system to understand the context
of the answers to determine their correctness. This goes beyond simple pattern
matching and calls for the incorporation of natural language processing (NLP)
techniques. NLP allows for the analysis of the meaning and relevance of the writ-

ten answers, enabling a more comprehensive evaluation.

This thesis specifically focuses on designing an automated system for evaluat-
ing the first two types of questions, i.e., MCQs and one-word answer-type ques-
tions. The objective nature of these question types, which do not depend on sub-
jective interpretation, makes them suitable for automated evaluation. Addition-
ally, the Gujarat Government Primary School exams, which allocate significant
weightage to multiple-choice questions, is a potential customer for an automated

system to streamline the evaluation process.

To achieve our objective, we propose a comprehensive system replacing hu-
man evaluators’ key task of the manual evaluation process. The system will en-

compass the following steps:



1. Answer Sheet Scanning and Line Recognition: The system will scan the
answer sheets and identify the pages containing the answers. It will then

proceed to recognize the lines of text where the answers are written.

2. Text Segmentation: To accurately identify the location of each word, a text
segmentation model will be employed. This model will segment the text

regions into individual units for further analysis.

3. Text Recognition: Once the text regions are segmented, a text recognition
model will be utilized to identify the characters and words written within
each segment. This model will enable the system to recognize the extract the

answer from the answer sheet accurately.

4. Matching Recognized Words with Fixed Answers: The system will com-
pare the recognized words with the fixed set of answers. If a match is found,
the corresponding label will be assigned. Otherwise, the system will classify
the word as an "other" category, as the system is not accepting any labels ex-

cept the fixed set of answers.

5. Evaluation and Result Generation: Finally, the system will compare the
recognized answers with the correct answers and generate the evaluated

results accordingly.

The proposed system has the potential to be scalable and adaptable to different
types of answers and evaluations. This means that it can be used across different
levels of education, from primary to higher education, and can be customized for

different types of evaluations, such as subjective questions or essay-type answers.

Overall, the significance of this research lies in its potential to revolutionize the
current evaluation process and create a more efficient, accurate, and standardized
system that benefits both teachers and students alike.

1.5 Literature Review

Handwriting Recognition has vast practical applications. Some of them are doc-
ument digitalization, Automatic transcription, signature verification, and educa-
tion and assessment. It is a challenging task because of the variability in hand-
writing across regions. These reasons made handwritten text recognition tasks
more difficult and gained significant attention in recent years. Our work focuses

on the automation of Answer sheet evaluation, which requires knowledge of text



segmentation and text recognition methods. This literature review is structured
into three sections: An overview of text segmentation models, an Overview of
text recognition methods and a Review of recent studies using deep learning and
text recognition for handwritten answer sheet evaluation. These sections provide
an overview of the state-of-the-art techniques and their performance in relevant

research studies.

1.5.1 Overview of text segmentation models

Text segmentation involves identifying the boundaries of individual characters,
words, or lines in a text document. Text segmentation is challenging due to dif-
ferent script styles, variations in the size, style, and orientation of characters and

the presence of noise and distortion in the document.

Several text segmentation techniques have been proposed in the literature, in-
cluding both traditional and deep learning-based methods. This literature review

will focus on some of the state-of-the-art text segmentation techniques.

The Efficient and Accurate Scene Text (EAST) detection algorithm is a deep
learning-based method for text detection and segmentation [32]. It is the combi-
nation of feature extraction and geometry prediction. The feature extraction net-
work is based on a fully convolutional neural network (FCN) that extracts features
from the input image. The geometry prediction network predicts the geometry of
the text regions, including the score map, the vertical coordinate map, and the

horizontal coordinate map.

The EAST model has been shown to achieve state-of-the-art performance on
benchmark datasets; ICDAR 2015[19], MSRA-TD500[30], and COCO-Text[28]. The

model is efficient, and accurate, and can process multiple scales of images.

Another deep learning-based text segmentation method is the Character Re-
gion Awareness for Text Detection (CRAFT) model[4]. The CRAFT model is de-
signed to detect and segment characters in scene text. The model consists of two
stages: detection and recognition. In the detection stage, the CRAFT model first
detects the character regions in the input image using a fully convolutional net-
work (FCN). Then, the model refines the detected regions using a character region
refinement network. In the recognition stage, the CRAFT model uses a character

recognition network to recognize the characters in the segmented regions.



The CRAFT model has demonstrated state-of-the-art performance on ICDAR
2013[26], ICDAR 2015[19], and Total-Text[8] benchmark datasets. The model is

robust to variations in text size, orientation, and style and can handle curved text.

While deep learning-based text segmentation methods have shown remark-
able performance, traditional techniques, such as connected component analysis
(CCA), are still widely used. CCA is a simple and effective technique for text

segmentation that involves identifying connected regions of pixels in an image.

Basu et al. [16] used CCA for line text segmentation in ICDAR2009. The au-
thors demonstrated that their method works outstanding in English, German,

Greek, and French language handwritten text with an accuracy of 93%.

In summary, text segmentation is an important task in document analysis,
scene text analysis and OCR. While traditional techniques such as CCA are still
widely used, deep learning-based methods such as EAST and CRAFT have demon-
strated state-of-the-art performance on benchmark datasets. The EAST and CRAFT
models are efficient, accurate, and robust to variations in text size, orientation,
and style. However, there is still scope for further research to improve the perfor-
mance of text segmentation methods, especially for handling noise and distortion

in the document.

1.5.2 Overview of text recognition methods

Over the years, researchers have developed a wide range of text recognition meth-
ods, from traditional rule-based to deep learning-based approaches. This liter-
ature review will explore some of automated answer sheet evaluation systems’

most promising text recognition techniques. Most important of them are:

1. Rule-based methods: Rule-based methods are the earliest text recognition
techniques used in OCR systems [10]. These methods typically involve
defining rules or heuristics to analyze text characteristics and identify char-
acters. Rule-based methods can be highly accurate when dealing with sim-
ple fonts and layouts but are limited in handling complex or variable fonts

and layouts.

2. Template matching: Template matching is a common text recognition tech-
nique that involves comparing a portion of an image with a pre-defined
template to identify characters [10]. This approach works well for consis-

tent text in a known font but can struggle with font, size, and style variabil-
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ity. Furthermore, the need for predefined templates can significantly limit

template-matching methods.

. Feature-based methods: Feature-based methods involve extracting specific
features from the text, such as edges, corners, or lines, and using these fea-
tures to identify characters [3]. These methods can be effective when dealing
with variable font and size but can struggle with complex layouts and styles.

. Machine learning-based methods: In recent years, machine learning-based
methods have emerged as some of the most promising text recognition tech-
niques. These methods use algorithms to learn from examples and improve
their ability to recognize text. Some of the most commonly used machine

learning-based methods in text recognition include CNNs and RNNs.

¢ Convolutional Neural Networks (CNNs): CNNs have shown great promise
in text recognition due to their ability to learn and extract features from
images automatically. These networks can be trained on large datasets

of annotated text images to improve their ability to recognize characters
accurately [9, 15, 21, 29, 32].

* Recurrent Neural Networks (RNNs): RNNs are particularly useful in
recognizing text sequences, such as words and sentences, due to their
ability to capture the contextual information of each character. These
networks can be trained on large text datasets to learn the relationships

between characters in a sequence and improve recognition accuracy
[29].

* Long Short-Term Memory (LSTM) Networks: LSTM networks are a
type of RNN that can better handle long-term dependencies in text
sequences. They can be particularly useful in recognizing cursive or

joined handwriting, where the characters are often linked [6, 9].

* Encoder-Decoder Networks: Encoder-Decoder networks consist of two
parts: an encoder that maps the input image to a fixed-length repre-
sentation and a decoder that maps the representation to a sequence of
characters. These networks have shown great promise in recognizing

variable-length text sequences, such as paragraphs or entire documents
[29].

* Hybrid approaches: Hybrid approaches combine multiple text recogni-

tion techniques to improve accuracy and handle complex text layouts.



For example, a hybrid approach may use a rule-based method to iden-
tify text regions in an image, followed by a machine learning-based

method to recognize the characters in those regions [6, 21, 29].

In conclusion, text recognition is a critical component of automated answer
sheet evaluation systems, enabling machines to accurately and efficiently inter-
pret student responses. While rule-based and template-matching methods have
been used for many years, the emergence of machine learning-based methods has
shown great promise in improving accuracy and handling complex text layouts.
As the field of automated answer sheet evaluation continues to evolve, hybrid
approaches combining multiple text recognition techniques will likely become in-

creasingly prevalent.

1.5.3 Literature based on text recognition

This section covers papers that utilize the methods mentioned in Section 1.5.2 and

provides details about the models used and their performance.

Bharadia et al. [5] proposed a system for the automatic evaluation of short an-
swer questions using machine learning techniques. The authors propose a system
that uses natural language processing techniques to address this issue to evaluate
short-answer questions. The system pre-processes the input answer to remove
irrelevant information and then applies a machine-learning model to evaluate the
answer. The authors use the Support Vector Machine (SVM) algorithm for classifi-
cation and achieve an accuracy of 75-87.5%. The authors evaluate their proposed
system on a dataset of 800 answers and compare it with the manual evaluation
system. They show that their proposed system is 300% more time-efficient and

can evaluate 1100% more answers than the manual system.

A method for the automatic evaluation of handwritten answer sheets using
deep learning techniques was presented by Rahaman et al. [21]. The proposed
algorithm extracts the text from the answer sheet and uses a convolutional neural
network (CNN) to recognize handwriting. The system then assesses the response
using natural language processing (NLP) methods to determine the text’s mean-
ing. On a dataset of 400 answer sheets, the proposed system was tested, and it

obtained an accuracy of 85%.

Zimmerman et al. [33] proposed an automatic word segmentation scheme for
offline cursive handwriting. The segmentation approach consists of two steps; In
the initial step, they used the Viterbi decoder. It uses normalized text lines and

9



their transcription for the best word boundaries of the Hidden Markov Model-
based Recognition system in forced alignment mode. The next step is the word
boundaries to separate words and punctuation characters. The proposed ap-
proach resulted in accurate bounding box information and matching word labels
for about 25000 handwritten words in the IAM database. On an IAM dataset, they

were able to segment words correctly with a rate of 98 %.

Bluche et al. [6] presented an attention-based model for end-to-end handwrit-
ing recognition. The paragraph-level dataset images from the RIMES [11] and
IAM datasets were used in this paper. The authors introduced a novel joint line
segmentation approach, combining attention mechanisms with a multi-dimensional
Long-Short-Term Memory Recurrent Neural Network (LSTM). They modified the
standard LSTM architecture by incorporating an attention mechanism into the col-
lapse layer. This modification enables a segmentation-free method for both text
segmentation and transcription. The weights assigned by the attention mecha-
nism help identify the position of the input in the paragraph image iteratively. All
the images of the dataset have 300 dpi resolution in the experiment; the method
achieved a CER of 4.9% on the IAM dataset and 2.5% for the RIMES datasets.

Krishnappa et al. [15] proposed a general CNN-based approach to analyze the
handwritten document in Kannada. The Chars74K dataset, consisting of more
than 657 classes, each containing 25 handwritten characters, was utilised dur-
ing the experiment. Various data augmentation techniques were employed to
increase the dataset’s size, including denoising, binarization, grayscale, segmen-
tation and contrast normalization. On the Chars74K dataset, it achieved an ac-
curacy of 99% . Also tested on separate custom datasets, the model achieved an
accuracy of 96%.

Chung et al. [9] extended the work presented by Bluche for the attention-based
model. It introduced a full-page offline handwritten text recognition framework.
The pipeline of this framework includes the location of handwritten text with
object detection and the recognition of handwritten text with feature extraction.
The CNNs were used with fully feed-forward LSTM models. The character error
rate (CER) of the proposed method is 8.5%. The main advantage is the reduction

in computation costs compared to existing methods.

Wukunnan et al. [29] introduced a method for detecting and recognizing
handwritten text and lines. They proposed a novel approach called Multi-level

Convolutional and Recurrent Network (MLC-CRNN), which integrates deep learn-

10



ing techniques such as Convolutional Neural Networks (CNNs), Recurrent Neu-
ral Networks (RNNs), and the Connectionist Temporal Classification (CTC) loss
function. To train a handwriting text-line detector, the authors utilized the Con-
nectionist Text Proposal Network (CTPN), a specific model designed for this pur-
pose. This training process aimed to improve the accuracy of the text-line detec-
tion stage within the overall MLC-CRNN framework. The dataset was collected
from 300 students, the training contains 3883 images, and the testing contains 297
images. The MLC-CRNN model combined with two Multi-level Convolutional

modules achieved the best performance, achieving an accuracy of 91%.

Singh et al. [25] introduced a full-page handwriting document recognition
model. The model utilized a Convolutional Neural Network (CNN) to extract
relevant features from the document. The authors utilized several datasets, such
as IAM, ANSWERS2, WIKITEXT and FREE FORM ANSWER, to train the model.
These datasets provided a diverse range of handwritten documents for training
the model which eventually lead to developing an evaluation system. The model
achieved a CER of 7% on the FREE FORM ANSWER dataset, demonstrating its
effectiveness in accurately recognizing and transcribing handwritten text within
full-page documents.

We thus explained above the latest advancements in Handwritten Text Recog-
nition (HTR) and their potential applications. Although the papers reviewed were
not directly focused on automated answer sheet evaluation for MCQs and objec-
tive type questions, they helped us understand the benefits of the deep learning
techniques in accurately recognizing handwritten text. These findings were cru-
cial for the foundation of developing an effective and efficient automated system

for recognizing answers in answer sheets.

The referred papers reveal a variety of approaches and techniques, such as
attention-based models, CNNs, RNNs and CTC loss functions, that have shown
promising results in HTR. Some of the methods, such as the CCA and MLC-
CRNN models, have successfully detected and recognized handwritten text and

lines, indicating the potential for automated evaluation pipeline.

This literature survey provides valuable insights and a strong foundation for
developing an automated answer sheet evaluation system using deep learning
techniques. By utilizing the techniques and approaches discussed in this section,
it is possible to design an accurate and efficient system for recognizing answers
for MCQs and objective type questions. We believe that it would ultimately save
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time and efforts of teachers, educators and examiners.

1.6 Plan of the thesis

Before we discuss about how we collected data, we need to understand how data
would be generated. For the purpose of the development of an automated answer
sheet evaluation system, we assume that there would be a class room examination
and a teacher would be there as an invigilator. The question paper has two types
of questions described in the previous chapter, i.e., MCQs and objective type ques-
tions. The students are allowed to write any of the 10 letters or words (let’s call
them classes) as answer of each question. Once the time of the exam is over, stu-
dents submit their answer sheets to the teacher. The teacher is then supposed to
take photo of the page of the answer of each student bearing his or her unique
ID (numeric roll number) and the answers using his/her smart phone. These im-
ages are then sent to the central server using wifi and internet. Please note that
the network security and encrypted data transmission are out-of-the-scope of this
thesis.

Our automated answer sheet evaluation system is deployed at the central
server. This server receives all the answer sheets in form of uniquely identifi-
able images. Again, this part of unique identification of answer sheets is kept
out-of-the-scope of the thesis. So we assume that the network is highly secured

and these images have unique identification with each of the students.

Broadly speaking this automated system has to take these three major actions

serially:
1. Pre-processing of the image, explained in Section 4.2
2. Text segmentation, explained in Section 4.3

3. Text recognition including matching with the answer key for evaluation, ex-

plained in Section 4.

The implementation of these three actions is conducted using two different
approaches. Initially, we treated each answer as a class and attempted to detect
and classify the text in a single go. This approach is called object detection and
classification, described in detail in Section 3. This approach had a limitation. If a
student wrote an answer that was not included in the predefined set of answers,

the system would still attempt to classify it from the given fixed set, which could
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lead to incorrect predictions. To overcome this problem, we have implemented
a text recognition approach explained in Section 4. It identifies each character of
the extracted answer and generates the corresponding word. This approach has
the scope of post-processing and has the capability to identify words that may
be not part of the predefined set of 10 answers. By recognizing each character
and forming words, this approach shows greater flexibility and adaptability in

handling a wider range of possible answers too.
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CHAPTER 2
All about datasets

Having established the boundary and scope of this thesis, let’s now understand
how we planned to achieve this. Any deep learning based model or system re-
quires a benchmark data for training and testing. It means we need to have a
dataset with ground truth. The system self-learns and continuously improves its
efficiency depending upon the size of the data in the dataset. After developing a
system on such benchmark data, if we give the system some real-life data, it pre-
dicts the result. Hence the accuracy and effectiveness of such developed system
largely depends upon the robustness of the benchmark data and appropriately
chosen real-life data.

This chapter, therefore, has four parts about how we dealt with data while
working for the development of a robust automated answer sheet evaluation sys-

tem:
1. Benchmark data
2. Real-life data collection
3. Data annotation

4. Dataset Structure

2.1 Benchmark data

We have used two types of benchmark datasets in our experiments; For the classi-
fication approach described in Section 3, a custom-generated dataset of DA-IICT
students is used and for the recognition model discussed in Section 4, two datasets
are used first, is IAM word dataset [17] and the second is DA-IICT students’
dataset [22].
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2.2 Real-life data collection

The goal was to extract the answers from the answer sheet and recognize these
answers from a fixed set of answers. To achieve this, we needed a dataset of

handwritten English words, including all the answers.

We decided to create our dataset by collecting data from students at the DA-
IICT Institute. The dataset we required was for 10 specific answers, MCQs and

"none

SAQs, namely "a", "b", "c", "d", "true", "false", "correct", "incorrect”, "yes" and "no".

The data collection process involved providing the students with blank and
ruled pages and asking them to write each word five times in a single row. The
dataset was divided into 50 instances per page, with each word being written five
times in both capital and small letters shown in Fig. 2.1. This ensured that we had

enough data for training and testing our models.

We ensured that the students wrote the words legibly and that the handwrit-
ing was diverse, covering a range of handwriting styles and variations. We also
provided the students with the option to capture the image of the page on their
mobile phones or provide us with the answer paper, which we scanned on a scan-
ner. Fig. 2.1 shows the images captured by mobile phones. some of the data
samples cover the paper and background both illustrated in Fig. 2.3. Fig. 2.2
shows the images scanned by the scanner. We made sure that the images were of
high quality and that the text was legible.

However, we must ensure the dataset is free of noise or anomalies that may
negatively impact the model’s performance. To achieve this, we will perform data
cleaning and preprocessing before using the dataset for training and testing our

models.
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Figure 2.1: Raw Images of DA-IICT Students” Dataset
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Figure 2.2: Scanned Images of DA-IICT Students’ Dataset
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Figure 2.3: Images Captured Paper with a background of DA-IICT students’
Dataset
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2.3 Dataset Annotation

This section contains an explanation of dataset annotation in the context of using
Roboflow.

We have used the Roboflow tool for the task of annotation. Roboflow is a
platform that provides tools to help with the annotation and preprocessing of im-
age datasets, among other things. To annotate the dataset of handwritten English
words collected from students, we created a project in Roboflow and invited an-

notators to label the dataset.

The first step in annotating the dataset is to upload the images to Roboflow.
Once the images are uploaded, Invited Annotators created bounding boxes around

the text regions in the images and label the text within the boxes.

To create a bounding box, the annotator selected the region of the image that
contains the text using a mouse shown in Fig. 2.4. The annotator then drew a
box around the selected region and provided the label for the text within the box.
For example, if the selected region contains the word "true", the annotator would

label the box as "true".

If you have fixed the format of the dataset then Roboflow provides several
tools to make the annotation process more efficient. For example, it can automat-
ically divide the images into individual text regions and provide suggestions for
labels based on previously labelled images. This reduces the amount of manual

effort required to label each image.

Once the annotation is completed, the dataset is exported in a suitable for-
mat for training and testing text segmentation and recognition models. In this
exported dataset, all the labels are replaced with integers. In our set of answers,
we sorted the answers alphabetically in ascending order and replaced them with
integers. the mapping looks like { "a": 0, "b": 1, "c": 2, "correct™: 3, "d": 4, "false":
5, "incorrect™: 6, "no": 7, "true": 8, "yes": 9 }. This transformation is necessary as
deep learning models work with numeric data, and categorical data needs to be
encoded as integers for ease of training and testing. The exported dataset includes

the following components:

1. Original Images: The images from the dataset that were annotated for text

regions.
2. Annotated Bounding Boxes: The bounding boxes outline the text regions
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in the images.

3. Integer Labels: Each text region in the dataset is assigned a corresponding

integer label, representing the specific category or class to which it belongs.

The models use the annotated data to learn and improve their ability to iden-
tify and recognize text in images. Additionally, the annotated data can be used to
evaluate the performance of the models by comparing the predicted text regions

and labels with the ground truth annotations.

In summary, dataset annotation involves creating bounding boxes around text
regions in images and labeling the text within the boxes. It is necessary to use
tools like Roboflow to make the annotation process more efficient and can export
the annotated dataset in a format suitable for training and testing text segmenta-
tion and recognition models. The annotated dataset is essential for training and

evaluating text segmentation and recognition models.

Jolak Fol kst

Ll

No Tags Applied
Type and select tags below to

+ Add Tag

Figure 2.4: Interface of Roboflow tool [14]

2.3.1 Dataset Structure

In the automated answer sheet evaluation system, each model considers a differ-
ent dataset structure for the input to the model. In the implementation, the dataset
used for the text segmentation model YOLOVS5 consisted of scanned dataset im-
ages in JPEG format and a corresponding text file containing details of annota-
tions. Each row of the text file contained the path to the image, the height and
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width of the bounding box, the centre x and y coordinates of the bounding box,

and the label specifying the text written in the bounding box.

The dataset was divided into three parts: the training set, validation set, and
test set. The training set contained 70% of the data, the validation set contained
15%, and the test set contained 15%. The dataset was shuffled before partitioning

to ensure that the distribution of data in each set was similar.

For text recognition, a different dataset format was used. The dataset for text
recognition consisted of images of extracted words in PNG format and a corre-
sponding annotation file in a CSV format. Each row of the CSV file contained the

path to the image, the text written in the extracted word images.

The text recognition dataset, like the segmentation dataset, was divided into
three parts: the training set, validation set, and test set. This division allows for
effective training, fine-tuning, and evaluation of the model’s performance. The
partitioning was performed using the same technique as for the segmentation

dataset.

To streamline the data loading process during training, a YAML file was cre-
ated for each dataset, specifying the location of the data, the file format, the col-
umn names in the annotation file, and the number of classes in the dataset. This
YAML file was then used in the code to load the dataset, making changing the
dataset. It makes the process of loading the dataset more manageable and effi-

cient.

Figure 2.5 illustrates the distribution of instances for each data label in the en-
tire dataset, revealing an approximate count of 2200 to 2500 instances per label.
These counts refer to the clean data, where only properly written words are con-

sidered from the annotations while discarding other labels not written properly.

The median dimensions of the images in the dataset are (512,512). Out of the
total 505 images, 355 have dimensions below (1024,1024), indicating smaller sizes,
while 150 images are larger in size. Figure 2.6 displays a heatmap of the annota-
tions, illustrating the density distribution of the dataset. This visualization assists

in understanding the prominent regions where text is likely to be found.
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Figure 2.6: Heatmap of Annotations: Distribution of Handwritten Text in the
Dataset
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CHAPTER 3

Classification approach

We implement an object detection and recognition method to resolve the problem
of identifying handwritten text and corresponding labels in an image of an answer

sheet. Mathematically, we can define this problem as follows:

Given an image x containing handwritten English language answers, the goal
is to predict the corresponding label for each text region. Let the set of possible
labels be L = { a, b, ¢, d, true, false, correct, incorrect, yes, no}. We can represent
this problem as a function f(x) that maps an input image x to a set of predicted
labels I1, I, ..., 1, where each label [; € L.

We can use the YOLO (You Only Look Once) object detection model to detect
the text regions in the image and predict their corresponding labels. YOLO is a
deep learning-based object detection model that can detect multiple objects in an
image and classify them into different labels. It works by dividing the input image
into a grid and predicting bounding boxes and class probabilities for each grid
cell. Mathematically, we can define the YOLO model as mentioned in Equation
(3.1).

f(x) — (x]./ Y1, W1, hl/ ll)/ (x2/ Yo, W2, h2/ 12)/ ceey (xn/ Yn, Wn, hn/ ln) (31)

In this case, the input feature x is the image containing handwritten text. The
function f(x) represents the YOLO object detection model that takes the input
feature x and maps it to a set of tuples, where each tuple contains the coordinates
(x;,y;) of the corner present at top-left direction, the width (w;) and height (4;) of
the bounding box surrounding the text area, and the corresponding label (I;) of

the text area.

In multiclass classification, a softmax classifier is used to predict the label for
each text region. The output of the YOLO model is given as an input to the soft-
max classifier which predicts the probability of each label for the text region. The
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label with the highest probability is selected as the predicted label for that text

region.

The goal is to use the YOLO model and softmax classifier [2] that produce the
highest accuracy in detecting the text regions and predicting their corresponding

labels in the image.

3.1 YOLO Architecture

This problem can be handled by two approaches, the single-shot recognition ap-
proach and the two-step recognition approach. We have used a first approach for
which the YOLO model is used for the classification of ten answers. It uses a full
convolution approach in which the network is able to find all objects within an

image in one pass through the convent.

The accurate identification and categorization of Text Regions of Interest (ROI)
are crucial to ensure high-quality input for the Handwritten Text Recognition
(HTR) model. To accomplish this, the YOLOV5 algorithm is employed for the de-
tection and classification of an object, which is already proven to be successful for
the same. YOLOvV5 works by partitioning the image into a grid system, with each
object being identified within its corresponding grid cell. It is an improvised ver-
sion of the YOLOv3 method suggested by Joseph and Ali [23]. Although there is
no academic publication specifically for YOLOV5 [14], the conceptual framework
of YOLOV3 is given because it forms the basis for the creation and improvement
of YOLOVS.

In YOLOV3, the bounding box coordinates are predicted as Iy, ly, ly, and [},.
The subscripts x, y, w, and h in Equation (3.2), (3.3), (3.4), (3.5) are the x and y
coordinates, width, and height of the bounding box. These values are used to de-
termine the precise location and size of the detected object, here it is text area. The
model is trained using the sum squared error. Additionally, the objectness score,
the likelihood of being categorized into a specific object, is measured by logistic
regression in the model. The feature extractor in YOLOvV3, known as DarkNet-
53, is composed of 53 layers. This architecture is designed to efficiently utilize
the GPU, resulting in faster evaluation times during object detection. Three al-
ternative scales are used by YOLOV3 to predict bounding boxes and extract char-
acteristics from them. The output is a 3D tensor that contains the bounding box
coordinates (ax,ay, aw, ay), the objectness score, and the predicted classes. Equa-
tion (3.2) defines the x coordinate of the bounding box (ay), Equation (3.3) defines
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the y coordinate (a,), Equation (3.4) defines the width (ay), and Equation (3.5)
defines the height (a;,). These equations are used to calculate the precise position

and size of the predicted bounding boxes.

ay = o(ly) + oy, (3.2)
ay = o(ly) +oy, (3.3)
ty = po - €, (3.4)
ay = p, - eln, (3.5)

where py,, py, are the prior bounding box’s width and height and oy, 0y is the off-
set from the top left corner of an image. ¢( ) stands for the sigmoid function. On
the foundation of YOLOvV3’s fundamentals, various YOLOV5 versions have been
presented[12]. For example, YOLOv5n has the fewest parameters (1.9 million),
YOLOv5s has the most parameters (86.7 million), YOLOv5m has 21.2 million pa-
rameters, YOLOvV5I1 has 46.5 million parameters, and YOLOv5x likely refers to the
same parameter count as YOLOv5n. These options provide flexibility in select-
ing a model based on specific requirements regarding model size, computational

resources, and performance.

3.2 Experiment details

The System Specification required for all the experiments performed in the thesis
should have a minimum of 8GB RAM and an octa-core CPU to run the model
smoothly and efficiently.

The model execution procedure begins with implementing the YOLOv5 model
for answer type classification. Specifically, the YOLOv5s model is chosen for this
experiment. The annotated dataset is used for the YOLOvV5 model. Section 2.3 has
the information of annotation and Fig. 3.1 shows annotated bounding boxes and
the assigned labels to it. The DA-IICT students dataset [22] is divided into ten dif-
ferent classes, and 355 images are used for training and validation, having a split
ratio of 7:3. The model is then trained for 500 epochs, using a batch size of eight
and an image dimension of (512,512). The best weights with the highest precision
are kept for further evaluation and usage throughout the training process.
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3.3 Results

Figs. 3.2 and 3.3 illustrate the bounding box, where the first label indicates the
class and the percentage value represents the confidence of the predicted label. To
understand class identification consider the example, the label ‘a” is mapped to 0;
therefore, the bounding box with label 0 represents the class ‘a’.

Figure 3.2: Result of YOLO Model with predicted class confidence on detected
bounding box on ruled page

9 79% 7 78% 7 78%
1roc Ne NO
9 76% 9 78% 7 77%

NS Yes ~NO

Figure 3.3: Result of YOLO Model with predicted class confidence on detected
bounding box on blank page
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The Region of Interest (ROI) for each of the ten labels has been successfully
identified using the YOLOvV5 model, with favourable findings. The model ac-
quires an outstanding precision of 93.5% and a recall of 91.30%, with a mean av-
erage precision (mAP) of 94.8% at the 0.5 confidence threshold. As shown in Fig.
3.4, while training, the loss graphs for bounding box detection, object error, and
classification loss consistently decreased resulting in good accuracy. In the con-
fusion matrix, shown in Fig. 3.5, one may see that most of the classes have true

positive values which are above 90%, except for classes ‘b’ and "d’.

train/box_loss train/obj_loss train/cls_loss metrics/precision metrics/recall
07
—e— results
0.12 0.06 0.8 0.8
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0.10 0.05 0.6 0.6
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0.16
0.08 0.4 0.4
0.03
0.06
0.14 0.02 0.2 0.2
0.04 0.01 0.0 0.0
0 200 400 0 200 400 0 200 400 0 200 400 0 200 400
val/box_loss val/obj_loss val/cls_loss metrics/mAP_0.5 metrics/mAP_0.5:0.95
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0.05 o6 04
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Figure 3.4: Result graphs of loss, precision and recall for training data and valida-
tion data
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Figure 3.5: Confusion Matrix for all the predicted class

3.4 Discussion

This section explains the efficacy of the suggested approach and addresses its lim-

itations. It also provides insights into future research directions.
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3.4.1 Effectiveness of approach

To compare the effectiveness of our own approach with other state-of-the-art meth-
ods, we looked at previous research in the area of object detection and recognition
for handwritten text. One commonly used benchmark dataset for such tasks is
the ICDAR (International Conference on Document Analysis and Recognition)

dataset, which contains various types of documents, including handwritten text.

One recent study used the ICDAR 2019 [31] dataset for handwritten text detec-
tion and recognition and achieved a mean average precision (map) of 0.75 and 0.70
for detection and recognition, respectively, using a combination of deep learning-
based models (Faster R-CNN and CRAFT). Another study on the same dataset
achieved a map of 0.82 for text detection using the EAST (Efficient and Accurate
Scene Text) model.

Compared to these studies, our approach using the YOLOv5 model achieved
a map of 94.8% for detecting the 10 labels on an answer sheet, which is more than
the state-of-the-art result. However, it should be understood that our task is a little
different, as we are specifically detecting and recognizing a limited set of labels on
answer sheets, rather than general handwritten text on a document. Additionally,
our model was trained on a smaller dataset specific to answer sheets, while the

previous studies used the much larger ICDAR dataset.

3.4.2 Limitations of the Approach

While the proposed approach has shown promising results in accurately identi-
fying the regions of interest (ROI) for the 10 pre-defined classes, it is important to
acknowledge and address certain limitations.

1. The model may tend to predict the given input as one of the elements of
the given set of classes, which limits the ability to detect new or unknown
classes.

2. The model may not be scalable to accommodate new classes or changes in
the types of answers in the answer sheet, as it relies on pre-defined classes.
Adding a new class will lead to re-training of the entire model.

3. The model has no scope for post-processing the text that is detected, which
can limit the accuracy of the classification and lead to errors in the evaluation
of the answer sheet. For instance, an input such as "Thank you" may be

predicted as "Incorrect”, which can result in an incorrect evaluation.
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4. Accuracy of the model may be affected by the quality of the input image,
which can contain noise, blur, or other artefacts that can make it difficult to

detect and classify the words accurately.

Overall, while the proposed approach has demonstrated promising results,
these limitations need to be taken into account when applying the approach in
practice. Future research can focus on addressing these limitations and further

improving the accuracy and scalability of the approach.

3.5 Conclusion

A system of answer sheet evaluation requires text identification. Human hand-
written text identification should be done by classification for a fixed set of an-
swers. The suggested approach is made up of ROI localization and text data
classification. YOLOv5 model is used to recognize handwritten 10 labels out of
which 4 labels are for MCQs type answers and 6 labels are for one-word answer
type questions. The proposed model was trained on self-collected data from the
DA-IICT institute containing approx 2200-2500 instances per class, achieving a

precision of 93%.

For future endeavours, it is recommended to collect additional training data to
further improve the efficiency and accuracy of the model. This should include a
diverse range of data samples encompassing different handwritten styles, includ-

ing messier styles, to ensure successful identification.

The proposed approach can also be extended to identify both handwritten
and printed text from answer sheets, followed by applying the Handwritten Text
Recognition (HTR) pipeline to overcome the limitation mentioned in Subsection
3.4.2. HTR pipeline will recognize each character of extracted words and will pro-

vide the scope of post-processing.

Similarly, this approach can be applied to various domains such as clinical re-
ports, insurance records, and industrial documents. Additionally, exploring other
Al techniques and advancements can be considered for future work to enhance

the overall performance of the model.

3.5.1 Future Research Direction

Future research can explore methods to enhance the quality of the input images,
such as applying preprocessing techniques to reduce noise and artefacts that may
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affect the model’s accuracy. Additionally, to overcome the limitation of post-
processing, future research can investigate the use of optical character recogni-
tion (OCR) instead of classification to fetch the text from the answer sheet. OCR
can not only identify the text but can also check for spelling and grammar errors,
and distinguish whether the text belongs to one of the ten fixed labels or some
other word. This can improve the accuracy of the evaluation and reduce the po-
tential for errors. Furthermore, future research can also explore the scalability of
the model to accommodate new classes or changes in the types of answers in the

answer sheet.
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CHAPTER 4

Recognition Approach

The proposed approach for text recognition involves recognizing all answers to
the answer sheet. Initially, location of words identified and then the word written
by the student will be identified each alphabet character by character. The pre-
dicted word then matches with the 10 fixed labels. The set of all characters in the
English alphabet is represented as A, while the set of 10 fixed labels is represented
as L. The "other" label is represented as O.

A function f maps the set of characters A to a predicted word W, which can
be represented as W=f(A). After predicting the word W, we check whether it be-
longs to the fixed set of labels L. If W € L, we assign the corresponding predicted
word as its label. Otherwise, we assign it the label O and it will not be considered

for further evaluation. This can be represented algorithmically as follows:

Algorithm 1 Label Assignment Algorithm

if W € L then
| label + W

else
| label + O

end

The proposed approach is an end-to-end pipeline which includes preprocess-
ing, segmentation, text recognition, and post-processing. The main goal of this
approach is to accurately recognize the answers provided by the students in the
answer sheet and assign the correct label to each answer. The proposed approach
aims to overcome the limitations of the previous approach, such as the inability
to handle new classes or changes in the types of answers and the lack of post-
processing scope. By recognizing all characters and assigning the "other" label to
words that do not belong to the set of fixed labels, the proposed approach aims to

improve the accuracy of the classification and reduce errors in the evaluation of
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the answer sheet.

4.1 Proposed Pipeline

The proposed Handwritten Text Recognition (HTR) pipeline, as depicted in Fig.1,
consists of several stages that contribute to the recognition of words from input

images. Explanation of each stage within the pipeline:

Answer - Feature } _
Label } ‘ Text recognition J Text

Distribution Lmodule

Text
detection
module

n=sZ

Predicted
text

extracter

Figure 4.1: HTR Pipeline

Image Acquisition: In the proposed text recognition pipeline, the image ac-
quisition stage involves capturing the student’s answer sheet image using a digi-
tal camera or scanner. The student or Exam Supervisor will capture and save the
image in a digital format such as JPEG or PNG. It is important to capture high-
quality images in good lighting conditions and at a suitable resolution for optimal

pipeline performance.

Preprocessing: Before further processing, the acquired student answer sheet
images undergo several preprocessing techniques to enhance the quality and re-

duce noise and distortion in the image.

Segmentation Model: The text segmentation breaks down the preprocessed
answer sheet image into individual words. These words are stored as separate
images. Accurate segmentation is necessary. Otherwise, words which are not

detected will not be part of the recognition model.

Text Recognition: After segmentation, a deep learning model is applied to
recognize the text within each segmented region. The model generates a label
distribution for each time step or frame, and the predicted labels are decoded into

a final text output.
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Post-processing: The post-processing step involves combining techniques to
correct errors in the predicted text, refine the output, and improve the system'’s
accuracy. This step can include language modelling, spell-checking, and other

error correction methods.

Overall, the proposed text recognition pipeline for Answer Sheets ensures the
high-quality preprocessing of answer sheet images, accurate segmentation of in-
dividual words, and text recognition using a deep learning model. The post-
processing step further enhances the accuracy and correctness of the final tran-

scription output.

4.2 Pre-Processing

Prior to feeding the input images to the handwriting recognition model, several
pre-processing steps were applied to enhance the quality and consistency of the
data. The following pre-processing steps were applied:

1. Rescaling: All input images were rescaled to a consistent resolution of (500,500)

pixels to ensure consistency in size as shown in Fig. 4.2a.

2. Contour detection: OpenCV’s findContours() function was used to isolate the
area of interest in the input images, which in this case, was the handwriting

sample.

3. Canny edge detection: A Canny edge detection algorithm was applied to
detect the boundaries of the answer sheet page, which helped in isolating the
handwriting sample from the background. Fig. 4.2b shows edge detection

on the collected data sample.

4. Perspective transformation: To correct any distortion caused by the camera’s
angle of view or position, a perspective transformation was applied to the
inputimages. After applying perspective transformation on the data sample
present in Fig. 4.2b, the output we got is shown in Fig. 4.2c.

5. Grayscale conversion: The input images were converted to grayscale to re-

duce computational complexity.

6. Image sharpening: An image sharpening algorithm was applied to improve

the contrast and sharpness of the input images, which helped in enhancing
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the visibility of the handwriting samples. Fig. 4.2d illustrates the masking
of the input image.

7. Adaptive thresholding: Finally, an adaptive thresholding technique was ap-
plied to segment the input images into binary regions, which helped in fur-
ther isolating the handwriting samples from the background shown in Fig.
4.2e.

8. Page Rotation: After completing all the aforementioned preprocessing steps,
the images are opened, and the system prompts the user to perform rota-
tions if necessary. This manual intervention is essential because some pre-
processed images may have an answersheet that is upside down or scanned

horizontally, which could affect the accuracy of subsequent processing.

By applying these pre-processing steps, we were able to improve the quality
and consistency of the input images, which in turn, helped in improving the ac-
curacy of the handwriting recognition model. A few samples of input were given

to the preprocessing pipeline, and the output images are shown in Fig. 4.3.
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Figure 4.2: Pre-Processing Steps for Segmentation Model
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(a) Input Sample Image (b) Output of Pre-Processed Image

(c) Input Sample Image (d) Output of Pre-Processed Image

(e) Input Sample Image (f) Output of Pre-Processed Image

Figure 4.3: Pre-Processing Steps for Recognition Model
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4.3 The Segmentation model

In the text recognition process, the first step is to identify the text region on the
page. To achieve this, we used the YOLO (You Only Look Once) algorithm dis-
cussed in Section 3.1, which is an object detection system that divides the image
into a grid and predicts the bounding boxes and class probabilities for each grid

cell.

For this task, we used the DA-IICT students dataset [22], which consists of
images of handwritten English words. The dataset was annotated with bounding
boxes around the text regions using an annotation file that included the image
path, centre x, centre y, height, and width of the bounding box.

To train the segmentation model, we utilized 468 samples from the dataset.
The model was designed to take preprocessed images as inputs and provide bound-
ing boxes around text regions as outputs. We replaced all other labels with a single

label named "text" to identify the text regions on the page.

The training process was conducted on images with a size of (640,640), and the
dataset was split into an 8:2 training-testing ratio. The model was trained for 425
epochs to optimize its performance.

The performance and accuracy of the segmentation model are crucial as it
plays a vital role in accurately identifying the text regions on a page. Without
a reliable segmentation model, the subsequent text recognition process would be
hindered, as the accurate identification of text regions would not be possible. The

input and output of the segmentation model are provided in Fig. 4.4
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(a) Input Image (b) Output of word Segmentation

(c) Input Image (d) Output of word Segmentation

(e) Input Image (f) Output of word Segmentation

Figure 4.4: Output of Segmentation Model: Segmented image produced by the
segmentation model applied to an input image
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4.4 The recognition model

This section covers the implementation details of five text recognition models. The
implementation process began with CNN and subsequently, additional layers of
different RNNs were incorporated. These RNNss are one-to-many types of RNNs.
They take the entire image as input and recognize the character sequence as the
output. Refer to Section B to get more knowledge about object detection and deep

learning models” architecture.

4.4.1 Convolutional Neural Network based model

Conv_Block
Input Image —> Conv_1 > Conv_2 —> Conv_3
Conv2D
17032 170 x 32 x 64 85x 16 x 64 42 x 8 x 256 l
Batch_normalization
Conv_7 c c Conv_4 -
Drop_out0.3s  [© 6 < -5 < Drop_out 0.35
42x2x512 42x4x512 42x 4 x 256 42 x 8 x 256
Activation
Reshape > Dense —» Softmax —> Text l
42% 1024 4263 42%63 i Lk

Figure 4.5: Flow diagram of convolution neural network based model

The proposed text recognition model is a Convolutional Neural Network (CNN)
architecture based on the VGG-16 [18] model. CNNs are designed to automati-
cally learn features from images using convolutional layers, which apply filters to

the input image to extract relevant features.

The Proposed model consists of seven convolution layers, followed by batch
normalisation, dropout, activation function and Maxpooling. The Input image
has a dimension of (32,170). The input of the model contains the height of the
images, the width of the images and the channel. In our implementation, we pro-
vided grayscale images representing a single channel in the input. In the conv
block, we have used the batch normalisation technique for the input data. It sub-
tracts the batch mean and divides the data with the standard deviation. This helps
with the problem of covariate shift, where the distribution of input changes dur-

ing training, leading to slow convergence.
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Rectified Linear Unit (ReLU) activation function is applied to the weighted
sum of inputs to a neuron in conv layer. The consecutive operation in the conv
layer is Maxpooling; in our experiment, the pool size is (2,2). It extracts the max-
imum value from the (2,2) grid and stores that single value instead of the four

values covered on that grid.

In the convolution layer, the conv filter of (3,3) moves around the image. The
jump to the next grid is decided by stride. The stride is (2,2) for the initial two
layers, and the next step is the stride. The filter size in the model varies from 64,
128, 256 and 512. To reduce the overfitting of the model dropout layer is used in
the convolution layer. A total of 35% neurons were dropped during the training.
Also, the early-stop technique involves monitoring validation loss; if validation
loss stops improving and starts degrading the models” accuracy, it will stop the

training process and store weights that performed best on validation data.

The output produced by the convolutional layer is then flattened, transformed
into a one-dimensional vector, and fed into a fully connected layer. This fully
connected layer utilizes a softmax activation function to generate the predicted
characters as its output. The model uses a VGG-16-based architecture shown in
Fig. 4.5, a deep convolutional neural network known for its effectiveness in image

recognition tasks.

4.4.2 Convolutional neural networks and long short-term mem-
ory networks (CNN+LSTM)

In the third model, we have replaced the Simple RNN layers mentioned in Sec-
tion ?? with LSTM layers. The LSTM overcomes the limitation of Simple RNNSs,
such as vanishing gradient and difficulty in capturing long-term dependency. The
LSTM architecture has a memory cell with three gate mechanism which helps se-
lectively remember and forget the information. Fig. 4.6 shows the flow of the
CNN+LSTM model, which incorporates the combination of Convolutional Neu-
ral Networks (CNNs) and Long Short-Term Memory (LSTM) networks. The com-
bination of CNNs and LSTMs has shown good performance in image recognition

tasks as mentioned in Section 1.5.
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Conv_Block
Conv_2 Conv_3
Input Image Conv_1 —» Pool 2x2 > Pool 2x2
Conv2D
170x32 170 x 32 x 64 B5x 16 x 64 42 x 8 x 256 l
Conv_7 Conv_4 Batch_normalization
Drop_out 0.35 Conv_6 — Conv_5 [— Drop_out 0.35
pool 1x2 pool 1x2 i
42x2x 512 42 x4 x 512 42 x4 x 256 42 x 8 x 256
Activation
Reshape 1 Dense > LSTM > LSTM i
42 x 1024 42 x 64 42 x 256 42 x 256 R En
Text - Softmax - Dense

42 x 63 42 x 63

Figure 4.6: Flow diagram of convolutional neural networks and long short-term
memory networks (CNN+LSTM) model

The CNN+LSTM model consists of two main parts: the seven convolutional
layers and the LSTM layers of 256 hidden units. The input to the model is a 2D
image fed to the conv layer, and the output of the conv layer is pooled features that
become input to the LSTM model. The output of the LSTM layers is then passed
through a fully connected layer with a softmax activation function to generate the
predicted output. The CNN layers in the model are the same as mentioned in
SubSection 4.4.1.

4.4.3 Convolutional neural network with a bidirectional long short-
term memory layer (CNN+BiLSTM)

In the previous subsection, we utilized LSTM layers to take advantage of their
memory cells, which allow for the storage of important information over time.
However, in the current section, we have made modifications to the architecture
by replacing the LSTM layer with BiLSTM layers, modification is shown in Fig.
4.7. These BIiLSTM layers consist of both forward and backward LSTM units,
which enhance the model’s ability to capture contextual information in both di-

rections.
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Conv_Block
Conv_2 Conv_3
Input Image — GConv_1 —> Poal 2x2 —> Pool 2x2
Conv2D
170x32 170 x 32 x 64 85 x 16 x 64 42 X B x 256 l
Conv_7 Conv_4 Batch_normalization
Drop_out0.35  [«— Conv_6 | Conv_5 [«— Drop_out0.35
pool 1x2 poal 1x2 l
42x2x512 42 x 4 x 512 42 x 4 x 256 42 X B x 256
Activation
Reshape — Dense  — BILSTM —> BILSTM l
42x 1024 42x64 42x256 azx512 Do g
Text f— Softmax — Dense

42 x 63 42 x 63

Figure 4.7: Flow diagram of convolutional neural network with a bidirectional
long short-term memory layer (CNN+BiLSTM) model

After the output of the Convolutional (Conv) layer, the data is reshaped and
fed into a dense layer. The dense layer processes the input data and produces an
intermediate representation. This intermediate representation serves as the input
for the BiLSTM layers.

The output of the BILSTM layers is a label distribution, which represents the
probabilities of different labels for each input sequence. These probabilities are
then passed through the softmax function, which normalizes them to obtain a
probability distribution over all possible labels. From this distribution, the pre-
dicted text is generated by selecting the label with the highest probability.

Additionally, in this model implementation, there is a third layer called the
transcript layer. The transcript layer employs the Connectionist Temporal Classi-
fication (CTC) loss function [27]. CTC loss is used to establish a mapping between
the input sequence and the output sequence without the need for aligned training
data. It allows for handling variable-length input and output sequences, making

it suitable for tasks such as speech recognition and handwriting recognition.

By incorporating the transcript layer with CTC loss, the model learns to align
the input sequence with the corresponding output sequence, facilitating accurate

text recognition.
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4.4.4 Convolutional neural network with bidirectional gated re-
current units (CNN+BiGRU)

The final attempt in the recognition pipeline is shown in Fig. 4.8, we have imple-
mented a CNN+BiGRU model. It is important to note that the CNN layers remain
consistent throughout all the models we have developed. However, we have used
different types of RNN layers in all the implementations.

Conv_Block
Conv_2 Conv_3
Input Image —> Conv_1 —> Pool 2x2 —> Pool 2x2
ConvzD
170x32 170 x 32 x 64 85 x 16 x 64 42 % B x 256 l
Conv_7 Conv_4 Batch_normalization
Drop_out 0.35  [«— Conv_6 — Conv_5 [«— Drop_out0.35
poal 1x2 poal 1x2 l
42x2x512 42x4x512 42 x 4 X 256 428 x 256
Activation
Reshape 3 Dense —> BiGRU —> BiGRU l
42x 1024 42x64 42x 256 42xs512 ARG BT
Text S — Softmax — Dense

42 % 63 42 X 63

Figure 4.8: Flow diagram of Convolutional neural network with bidirectional
gated recurrent units (CNN+BiGRU) model

In this particular model, we have replaced the BiLSTM layers with two layers
of BiGRU (Bidirectional Gated Recurrent Unit). While both BiGRU and BiLSTM
function similarly in capturing temporal dependencies, the architecture of BiGRU
has fewer gates compared to BILSTM. This leads to a reduction in the number of

parameters in the model, making it faster than BiLSTM.

By utilizing the BiGRU layers in this model, we aim to leverage their ability to
capture bidirectional contextual information, allowing the model to better under-
stand the sequential patterns within the input data. This, in turn, enhances the

accuracy and performance of the text recognition system.

It is worth mentioning that despite the change in the RNN layer architecture
from BiLSTM to BiGRU, the overall model implementation remains largely the
same as the previous model. The key difference lies in the type of RNN layers
used. This enables us to compare and analyze the performance of the two archi-
tectures in the context of text recognition.
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By applying this modified model, we aim to assess the impact of using BiGRU
layers in the recognition pipeline and evaluate their effectiveness in achieving

accurate and efficient text recognition.

4,5 Results

This section is divided into two subsections. Section 4.5.1 covers insights from the

visual results and Section 4.5.2 covers the analysis of quantitative results.

4.5.1 Visual Results

This section presents the visual results obtained from evaluating five models:
CNN, CNN+LSTM, CNN+BiLSTM, and CNN+BiGRU. The visual results pro-
vide an intuitive understanding of each model’s performance by comparing the
predicted text with the ground truth text. The ground truth text was manually

created using an annotation tool, as described in Section 2.3.

Below mentioned tables: Table 4.1, Table 4.2, Table 4.3, and 4.4 display the
output of each model, showcasing the cropped image of the word, the predicted
word, and the ground truth. These visual results offer valuable insights into the
strengths and weaknesses of the models. The visual results were analyzed in the

following manner.

Table 4.1 showed the poor performance of the CNN model overall. It tended
to make incorrect predictions when there were mistakes in the initial characters of
the words. These initial errors often led to different word predictions, indicating

the model’s sensitivity to early misclassifications.
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Word Image Predicted Text Ground Truth

cornect correct

II

Incorrect

Table 4.1: Predicted and Ground Truth Text of CNN model

The CNN+LSTM model, which operates as a sequence-to-sequence model,
showed potential for predicting the entire word by mapping one sequence to an-
other. However, it initially struggled with mapping the input sequence to the
correct character, resulting in inaccurate predictions. As the model progressed
through the sequence, it eventually aligned with the correct character sequence,
improving the accuracy of its predictions shown in Table 4.2. This suggests that

the LSTM model can benefit from enhanced character mapping mechanisms.
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Word Image Predicted Text Ground Truth

correct

Incorrect

Table 4.2: Predicted and Ground Truth Text of CNN+LSTM model

The CNN+BiLSTM model demonstrated better performance compared to the
other models. However, it exhibited a consistent issue where the first character
of the predicted text was frequently missing. Additionally, there were occasional
incorrect predictions for single-character words. Another observation was that
the model sometimes misclassified the “false” class. A few sample words and

their predicted words are mentioned in Table 4.3.
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Word Image Predicted Text Ground Truth

“ i i

_ R

correct correct

-

Table 4.3: Predicted and Ground Truth Text of CNN+BiLSTM model

Similar to the CNN+BiLSTM model, the CNN+BiGRU model performed well
shown in Table 4.4. However, there were occasional errors in predicting the “false”
and “true” classes, such as missing or additional characters. These errors, while

relatively minor, indicate room for refinement to achieve more precise predictions.
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Word Image Predicted Text Ground Truth

false false

Incorrect Incorrect

correct correct

Table 4.4: Predicted and Ground Truth Text of CNN+BiGRU model

Based on the provided insights, it is evident that the CNN+BiLSTM and CNN+
BiGRU models outperformed the other models in terms of accuracy and robust-
ness. These models demonstrated more accurate predictions with lower occur-

rences of wrong predictions and errors in classifying “false” and “true” labels.

The CNN+BiLSTM model showed significant improvement in performance
by effectively mapping the input sequence to the correct character sequence, es-
pecially after the initial character. This indicates that the model successfully cap-
tured the underlying sequential patterns in the data, leading to more accurate
word recognition.



Similarly, the CNN+BiGRU model showcased promising results, with only
minor errors observed in predicting the “false” and “true” classes. These errors,
however, were relatively minimal and did not significantly impact the overall per-

formance of the model.

The better performance of CNN+BiLSTM and CNN+BiGRU can be attributed
to their ability to capture both forward and backward dependencies in the input
sequence. This capability enables these models to effectively model the contextual

information necessary for accurate word recognition.

These findings show the potential of CNN+BiLSTM and CNN+BiGRU models
in text recognition tasks, specifically for the requirements of answer sheet evalu-
ation. However, to substantiate these claims and validate the superiority of these
models, we have provided supporting evidence in the form of quantitative mea-

sures in Section 4.5.2.

In subsequent sections of the thesis, we presented quantitative measures. This
analysis will complement the visual results presented earlier and contribute to a

comprehensive evaluation of the models” performance.

4.5.2 Quantitative Analysis of Results

In this section, we present a quantitative analysis of the results obtained from the
evaluation of the handwritten word recognition models. The analysis provides
insights into the performance of each model by considering quantitative measures

such as word accuracy, letter accuracy, and processing time.

Table 4.5 summarizes the performance of the different models in terms of word

accuracy, letter accuracy, and processing time for a dataset consisting of 1112 im-

ages.
Model Word Accuracy = Letter Accuracy Processing Time (s)
CNN 55.57% 71.04% 132.35
CNN+LSTM 44.78% 76.91% 193.02
CNN-+Bidirectional LSTM+CTC 83.90% 88.13% 102.45
CNN-+Bidirectional GRU+CTC 88.93% 91.68% 100.77

Table 4.5: Comparison of Handwritten Word Recognition Models
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The CNN model achieved a word accuracy of 55.57% and a letter accuracy of
71.04%. However, its accuracy was relatively lower compared to the other models.
The blue line in Fig 4.9 shows the validation loss did not follow the decreasing
trend throughout the training, at some point validation loss increased. It exhibited

a processing time of 132.35 seconds.

10

Figure 4.9: The training and validation loss per epoch in CNN

Integrating CNN and LSTM improved the word accuracy to 44.78% and the
letter accuracy to 76.91%.the validation loss follows the decreasing trend with
training loss shown in Fig. 4.10. However, this model required a longer pro-

cessing time of 193.02 seconds.
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Figure 4.10: The training and validation loss per epoch in CNN+LSTM

The CNN combined with Bidirectional LSTM and CTC demonstrated signif-
icant improvements, achieving a word accuracy of 83.90% and a letter accuracy

of 88.13%. This model also exhibited a notable reduction in processing time, with
102.45 seconds.

The CNN combined with Bidirectional GRU achieved the highest word accu-
racy of 88.93% and the highest letter accuracy of 91.68%. It showcased a compara-
ble processing time of 100.77 seconds. This model outperformed all other models

in terms of accuracy while maintaining a reasonable processing time.

As shown in Fig. 4.11 and Fig. 4.12, validation Loss and training loss of the
BiLSTM model and BiGRU follow the smooth decreasing trend. Also, the quanti-
tative analysis highlights the effectiveness of integrating Bidirectional LSTM and
Bidirectional GRU with the CNN architecture with great letter accuracy of 88%
and 91% respectively. These models demonstrated superior word and letter ac-
curacy compared to the other models, indicating their capability in handwritten

word recognition tasks.
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Figure 4.11: The training and validation loss per epoch in CNN+BiLSTM
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Figure 4.12: The training and validation loss per epoch in CNN+BiGRU

It is important to consider various factors such as computational complexity,
scalability, and specific application requirements when selecting the most suitable
model. The quantitative analysis presented here, based on the performance met-
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rics of word accuracy, letter accuracy, and processing time, serves as a foundation
for making informed decisions and further optimizing the models for improved

performance.

4.6 Discussion

Our Literature review explored traditional text recognition methods for identi-
fying handwritten words, including line segmentation techniques and full-page
documentation recognition methods. We focused on recognizing one-word an-
swers and employed an object detection algorithm to segment words. We used
YOLO for the Segmentation task but also considered faster-RNN as an alternative
method.

The single Handwritten Text Recognition (HTR) model is insufficient for ac-
curately recognizing handwritten text. We addressed this issue by employing a
sequence-to-sequence model to identify the optimal sequence of characters in the
output text. Additionally, we compared the performance of a classification model
and an autoregressive model and found that while the classification model was
faster in its recognition capabilities, the recognition model was superior in identi-

tying each character sequence.

Our analysis indicated that the classification model was under-defined due to
its failure to account for answers outside a predetermined set of answers. The
recognition model has perfectly overcome all the limitations of the classification
approach and provides a large scope of post-processing and provides flexibility

to add new answers to the predetermined set answers.

4.7 Structure of question paper and answer sheet

In this section, we have covered general instructions for students, question design

and answer sheet information.

¢ General instruction for student:

— Students need to write their names and roll numbers on both the ques-
tion paper and answer sheet.

— Write your answers in order only.

— Do not leave any answers blank; provide a response for each question.
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- For MCQ-type questions, use a, b, ¢, or d to indicate the correct answer.

— Do not write the full text of the answer; mention the letter correspond-

ing to the correct choice.

— For one-word answer questions, write only the correct answer without

providing any justifications. A single word answer is sufficient.
* Question Paper and answer sheet design:

— The question paper will include a mixture of MCQs and one-word an-
swer questions. If a question is of the MCQ type, it will be clearly indi-

cated, and four options will be provided within the question.

- If it is a one-word answer question, there will be three possible options
for the answer: yes or no, true or false, or correct or incorrect. Each

question will have a clear specification of the type of answer required.

— The answer sheets provided by the invigilator are A4-sized ruled pages.

4.8 Scope and limitations of the system

¢ Data Imbalance: The dataset used for training the system contains a high
proportion of alphabet data (99.95%) and a limited amount of digit data
(0.05%). As a result, the system faces challenges in recognizing and accu-

rately evaluating numeric responses.

¢ Inability to Map Question Numbers to Answers: Due to the lack of digit
data, the system cannot effectively map the question numbers to correspond-
ing answers. Consequently, it relies on the students to write their answers
in order, and leaving blank answers unmarked could lead to difficulties in

identifying which questions were left unanswered.

¢ Inefficiency of the system: The inefficiency of the current automated an-
swer sheet evaluation system lies in its 91% accuracy in identifying MCQs
and one-word answers. While the system utilizes post-processing techniques
to match a fixed set of answers best, it still falls short of achieving 100% accu-
racy. Such inaccuracies can potentially impact students” futures adversely,
and it is imperative to ensure fairness and accuracy in the assessment pro-
cess. The responsibility for this 9% error in the system’s evaluation lies with

multiple stakeholders:
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— Development Team: They must continuously refine and improve the

algorithms and methodologies used to enhance the system’s accuracy.

- Authority and Decision Makers: The educational authorities and decision-
makers who adopt and implement the automated evaluation system
must also take responsibility. They should ensure proper vetting of the

system and its capabilities before its widespread adoption.

4.9 Conclusion and Future work

In our study, we aimed to evaluate various text recognition methods and propose
an object detection-based approach for the implicit region of interest (ROI) local-
ization on answer sheets. The first part of our approach involved a classification
model that achieved an impressive accuracy rate of 93%. However, we acknowl-
edge the limitation of this model in terms of scalability and its inability to identify

words that do not belong to the fixed set of answers.

To overcome this limitation, we incorporated autoregressive text recognition
models in the second part of our approach. These models demonstrated the ability
to recognize all characters with a letter accuracy of 91%. This approach provided
us with the opportunity for post-processing, allowing us to refine the extracted
text further.

By combining both approaches, we achieved accurate ROI localization and
recognition of the text on answer sheets. The classification model provided effi-
cient detection of predefined labels, while the text recognition models enhanced
the recognition of handwritten words and offered flexibility in handling different

answers.

Our proposed approach showcases the effectiveness of combining classifica-
tion and autoregressive text recognition models. This hybrid approach overcomes
the limitations of the individual models and contributes to more accurate and

comprehensive answer sheet evaluation.

In addition to its application in multiple-choice and one-word answer ques-
tions, the pipeline we have developed holds promise for automating the eval-
uation of Short Answer Questions (SAQs) and Descriptive Answer Questions
(DAQs) through the integration of Natural Language Processing (NLP) models.

The first part of our pipeline, which involves object detection and classification
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models, can still be leveraged for SAQs and DAQs. By localizing the regions of
interest on the answer sheets, we can extract the handwritten text. However, since
SAQs and DAQs do not have predefined correct answers, we need to incorporate
NLP models to understand the context and evaluate the responses.

We also recommend post-processing, considering cases where students write
multiple answers in a single line, cut the letter in the middle, or do not write any
answer to improve the accuracy of the answer sheet evaluation. Furthermore, we
suggest using a dataset of text written on ruled paper to provide more realistic
scenarios for prediction.

Finally, Other Proposal can be, The model should identify ten predefined la-
bels and other labels that are not desired answers as unknown labels, totalling
10+1 classes. Consider a conditional language model which only understands 10
fixed label and mark all other text as unknown.
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CHAPTER A
APPENDIX: Initial Attempts for Segmentation

models

In this section, we present the initial attempts made for utilizing the CRAFT
(Character-Region Awareness For Text Detection) model for handwritten text seg-
mentation. The CRAFT model is renowned for its effectiveness in segmenting text
in various contexts, making it a promising choice for our word recognition task.
Here, we outline the steps taken during our initial exploration and experimenta-
tion with the CRAFT model.

A.1 Dataset

For training the segmentation model, we utilized six widely recognized and com-
prehensive datasets, namely ICDAR2013[26], ICDAR2015[19], ICDAR2017,
MSRA-TD500 [30], TotalText [8], and CTW-1500 [4]. These datasets are renowned
in the field of text detection and segmentation and provide a diverse range of text

samples with varying characteristics and challenges.

1. ICDAR2013: The ICDAR2013 dataset comprises a collection of natural scene
images with text annotations. It encompasses various real-world scenarios
and encompasses a wide range of text styles, sizes, orientations, and back-

ground complexities.

2. ICDAR2015: Similar to ICDAR2013, the ICDAR2015 dataset contains scene
images with text annotations. It was specifically curated for the robust read-
ing challenge, focusing on challenging text conditions such as low resolu-

tion, perspective distortions, and occlusions.

3. ICDAR2017: The ICDAR2017 dataset is a more recent addition to the ICDAR

series and features a broader range of text instances in various languages. It
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includes scene text, born-digital text, and handwritten text samples, offer-
ing a comprehensive evaluation platform for text detection and recognition

methods.

4. MSRA-TD500: The MSRA-TD500 dataset is a benchmark dataset for detect-
ing and recognizing text in natural scenes. It consists of 500 high-resolution

images with annotated text regions, capturing diverse text layouts and styles.

5. TotalText: The TotalText dataset is specifically designed to address chal-
lenges in detecting and segmenting curved text instances. It contains 1555
images with text annotations, including horizontal, multi-oriented, and curved

text samples.

6. CTW-1500: The CTW-1500 dataset is another dataset that focuses on curved
text detection. It consists of 1500 images with annotated curved text in-
stances, allowing for the evaluation of algorithms under various curved text

scenarios.

To evaluate the performance of our trained segmentation model, we utilized
the DA-IICT dataset as our test dataset. The DA-IICT dataset comprises a diverse
collection of handwritten word samples, collected from multiple sources and en-
compassing various writing styles, sizes, and word structures. This dataset was
specifically chosen to assess the generalization and robustness of our segmenta-

tion model on handwritten text recognition tasks.

By training our model on these six comprehensive datasets and evaluating its
performance on the DA-IICT dataset, we aimed to ensure that our segmentation
model possesses the ability to handle a wide range of text variations and achieve

accurate segmentation results in real-world scenarios.

The dataset collected from the DA-IICT institute needs to be localized to gener-
ate the ground truth of the dataset. Data localization is a method to create bound-
ing boxes around the text area and label them. The online tool is used for labelling
the data in pascal_voc format, which stores pixel values of x_min,y_min,x_max,
and y_max. For the yolov5 format of localization, we used roboflow, which stores

width, height,x_centre and y_centre for all labels and stores them into a text file.
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A.2 Architecture

CRAFT architecture is Fully convolutional network architecture based on VGG-16
Without batch normalization is adopted as our backbone. Model has skip connec-
tions in the decoding part,which is similar to U-net in that it aggregates low-level
features. The final output has two channels as score maps: the region score and

the affinity score. The network architecture is schematically illustrated in A.1. Re-
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Figure A.1: Schematic illustration of CRAFT network architecture[4]
gion score is used to localize individual characters in images and the affinity score
is used to group each character into a single instance.
A.3 Discussion and Result

As we can see in Figs. A.2 and A.3, The CRAFT model can segment words well,
but it cannot identify single characters precisely. This model is trained on a scene
text dataset, and we have tested it in handwritten text images. The reason is that

handwritten text and scene text are different in nature. The reason is that hand-
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written text and scene text are different in nature. To achieve better results model

requires handwritten text image data in training.
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Figure A.2: Result of CRAFT model for all answers
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Figure A.3: Result of CRAFT model for a single character
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CHAPTER B

Background Knowledge and Model design

The section contains basic concepts and terminologies required to understand the

deep learning models.

B.1 Neural Network

Neural networks are a layered representation of neurons (perceptrons), or multi-
layer perceptrons, that resembles the human brain. It creates an adaptive system

that computers use to learn from their mistakes and improve continuously.

A neural network comprises multiple layers, each with its specific function.
The complexity of the network determines the number of layers, leading to its
alternative name, the multi-layer perceptron. The three main layers in a neural
network are the input layer, hidden layer(s), and output layer. The input layer
receives information from the external environment, and its nodes process, ana-
lyze, or categorize the data before passing it to the subsequent layer. The hidden
layer(s) then analyze the output from the preceding layer, further process it, and
transmit it to subsequent layers. The output layer, which can consist of either a
single or multiple nodes, produces the final outcome. For instance, in a binary
classification problem, the output layer would have a single node providing a re-
sult of either 0 or 1. However, in a multi-class scenario, the output layer might

contain more than one node.

B.2 Computer Vision And Object Detection

Computer vision is the ability to extract information from images and videos, and
with the use of neural networks, it can also distinguish and recognize images

similar to humans.
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Object detection is a set of computer vision techniques to help detect the object
and its class. Object detection contains two tasks: object detection, also known as
object localization and object recognition. Object localization refers to identifying
the location of one or more objects in images and drawing a bounding box around
their extent. Object recognition involves predicting the class of one object in an

image.

¢ Image Classification: This stage involves predicting the type or class of an
object in an input image. The input is typically a photograph or image con-
taining a single object, and the output is a class label that represents the
predicted object category. This can be achieved by mapping the input image
to one or more integers that correspond to specific class labels.

* Object Localization: In this stage, the goal is to detect the presence of objects
in an image and provide their precise location using bounding boxes. The
input is an image that may contain one or more objects, and the output con-
sists of one or more bounding boxes defined by coordinates (point, width,
and height). The bounding boxes indicate the regions in the image where

the objects are located.

* Object Detection: This stage combines both object localization and image
classification. It involves detecting the presence of objects in an image, pro-
viding bounding boxes to localize the objects, and assigning class labels to
the detected objects. The input is an image that may contain multiple ob-
jects, and the output includes one or more bounding boxes along with the

corresponding class labels for each detected object.

B.3 Convolution Neural Network

The convolutional neural network [20] architecture is used for extracting features
from the image dataset. All the operations performed in CNN architecture are

mentioned below.

¢ Convolution Operation: Convolution refers to the straightforward process
of applying a filter to an input, which leads to activation. When the same
filter is applied to the entire input image, it generates a map of activation
known as a feature map. This feature map reveals the locations and strength
of a detected feature within the input, typically an image. The convolution
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operation offers two key advantages: parameter sharing and sparsity of con-
nection. Parameter sharing implies that a feature detector identified in one
part of the image is likely to be beneficial in other areas as well. This concept
allows the same set of filter weights to be applied across different regions of
the input, reducing the number of parameters needed to be learned. The
sparsity of connection means that in each layer, the output value relies only
on a small subset of inputs rather than the entire image size. This character-
istic ensures that each output is influenced by only a limited portion of the
input, resulting in computational efficiency and reduced memory require-

ments.

¢ Activation Function: It identifies the output of the Neural Network, like yes
or no. It maps the resulting values between 0 to 1 or -1 to 1. The activation
function has two types: linear activation function and non-linear activation
function. The activation function activates the node if it hits the activation
threshold. Non-linear activation functions are the most used activation func-
tion. It makes it easy for the model to adapt the data as most real-world data

is non-linearly separable.

* Pooling: Pooling layers consolidate the features learned by the convolu-
tional layer feature map. It helps to reduce overfitting by the time of training
of the model by compressing or generalizing the features in the feature map.
These layers are very simple because they often use the maximum or aver-

age value of the input to downsample the data.

¢ Fully Connected Layers: Fully connected layers in neural networks refer to
the layers where all the inputs from one layer are connected to every activa-
tion unit in the subsequent layers. These layers, typically located towards
the end of the network, serve the purpose of consolidating the information
extracted by the preceding layers to generate the final output.

B.4 Recurrent Neural Networks

Recurrent Neural Networks are powerful models to handle sequential data and
also have the ability to retain memory and ability identify dependency over time.

In this section, we have discussed different types of RNNs.
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B.4.1 Simple Recurrent Neural Network

The basic architecture of an RNN in Fig. B.1 consists of three layers: an input layer
(Xt), a hidden layer (h), and an output layer. The input layer receives the input
at each time step (), the hidden layer maintains a hidden state that summarizes
the past inputs, and the output layer produces a prediction based on the current
input and the hidden state.

At each time step, the input is first fed into the input layer, which applies a
linear transformation to the input vector and passes it through a non-linear acti-
vation function (tanh). The resulting output is then fed into the hidden layer (1),
where it is combined with the previous hidden state (i;_1) through another linear
transformation and activation function. This produces a new hidden state (h;1)

that summarizes the information from the past inputs.

The hidden state (/;) is then passed through another linear transformation and
activation function to produce the output at the current time step (¢). This output
is used to make a prediction, and the process is repeated for the next input at the

next time step.

One of the key features of an RNN is that it maintains a memory of the past
inputs through the hidden state. This allows it to capture long-term dependen-
cies and context in sequential data, making it well-suited for natural language

processing and time series analysis tasks.

& ® ®
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The repeating module in a standard RNN contains a single layer.

Figure B.1: Architecture of a Simple Recurrent Neural Network (RNN) [13]
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B.4.2 Long Short Term Memory

The LSTM architecture is composed of a series of repeating modules, or cells, that
are connected to each other in a chain-like structure shown in Fig. B.2. Each
cell contains a set of learnable parameters that allow it to remember or forget

information over time selectively.

At the heart of each LSTM cell is a memory cell, which is responsible for stor-
ing the system’s current state. The memory cell is controlled by three gates: the
input gate, the forget gate, and the output gate.

The input gate determines which information from the current input should
be stored in the memory cell. It takes the input (X) at the current time step (t), and
the previous output as inputs, and the activation function (¢) produces a vector of
numbers between 0 and 1, which represent the importance of different elements
of the input. The element-wise multiplication between the input vector and the
output of the input gate produces a candidate value that could be added to the

memory cell.

The forget gate determines which information from the previous memory cell
should be discarded. It takes the previous output and the current input as inputs
(X¢) and produces another vector of numbers between 0 and 1, representing the
importance of different memory cell elements. The element-wise multiplication
between the forget gate output and the previous memory cell produces a modified
memory cell, where some information from the previous memory cell has been

selectively forgotten.

The output gate determines which information from the current memory cell
should be outputted. It takes the previous output and the current input as in-
puts and produces another vector of numbers between 0 and 1, representing the
importance of different memory cell elements. The element-wise multiplication
between the output gate output and the current memory cell produces the output

of the current cell.

To summarize, the three gates in an LSTM cell collaborate to perform distinct
functions of adding, selectively forgetting, and outputting information to and
from the memory cell. The input gate determines which information should be
added to the memory cell, the forget gate decides what information should be dis-
regarded from the previous memory cell, and the output gate determines which

information should be retrieved from the current memory cell. This enables the
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LSTM to effectively store and retrieve information over extended periods, making

it a potent tool for handling sequential data with long-term dependencies.

The architecture of the LSTM model is depicted in Figure 5.6. Additionally,
there is another type of recurrent neural network called the Gated Recurrent Unit
(GRU). GRU is similar to LSTM but has a reduced number of parameters. It was
developed to tackle the issue of vanishing and exploding gradients, which can
occur during the training of RNNs.
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The repeating module in an LSTM contains four interacting layers.

Figure B.2: Architecture of LSTM (Long Short-Term Memory) model [7]

B.4.3 Gated Recurrent Unit

GRU is a type of recurrent neural network (RNN) similar to LSTM but with fewer
parameters. It was introduced to address the problem of vanishing and exploding
gradients in traditional RNNs and has shown to be effective in various natural

language processing tasks.

Fig. B.3 shows the architecture of a GRU network is similar to LSTM, but it
has only two gates: a reset gate and an update gate. These gates control the flow
of information in and out of the hidden state, representing the sequence’s current

context.

In an LSTM cell, the reset gate plays a crucial role in deciding how much of
the previous hidden state should be discarded or forgotten. Conversely, the up-
date gate determines the portion of the new input that should be incorporated to
update the hidden state.

The computation of the hidden state in a GRU is dependent on the current in-
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put and the previous hidden state. The reset gate regulates the degree to which the
previous hidden state influences the calculation of the new hidden state. Mean-
while, the update gate determines the amount of importance assigned to the new
input for updating the hidden state. The hidden state is computed by combining

the reset gate, the update gate, and the input at the current time step.

The equations governing the behavior of a GRU can be quite complex, but the
basic idea is that the gates are controlled by sigmoid activation functions, which
can be thought of as switches that can turn the flow of information on or off. The
values of these switches are determined by learned parameters that are updated

during training.

In summary, the architecture of a GRU consists of a hidden state that is up-
dated based on the input at the current time step and the previous hidden state.
The update and reset gates control the flow of information in and out of the hid-
den state. Sigmoid activation functions control the gates, and the values of these
switches are learned during training. The GRU is designed to avoid the vanishing

and exploding gradients problem in traditional RNNs.
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Figure B.3: Architecture of Gated Recurrent Unit (GRU) [7]
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