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Abstract

In recent advances in the domains of Artificial Intelligence (AI) and Machine
Learning (ML), complex models are used. Due to their complexity and approaches,
they have black box type of nature and raise the question of a trustworthy for de-
cision process especially in the high cost decisions scenario. To overcome this
problem, users of these systems can ask for an explanation about the decision
which can be provided by system in various ways. One way of generating these
explanations is by the help of Counterfactual (CF) arguments. Although there is a
debate on how Al can generate these explanations, either by Correlation or Causal
Inference, in Recommendation Systems (RecSys) the aim is to generate these ex-
planations with minimum Oracle calls and have near optimal length (eg., in terms
of interactions) of provided explanations. In this study we analyze the nature of
CFs and different methods (eg., Model Agnostic approach, Genetic Algorithms
(GA)) to generate them along with the quality measures. Extensive experiments
show that the generation of CFs can be done through multiple approaches and

selecting optimal CFs will improve the explanations.
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CHAPTER 1

Introduction

Artificial Intelligence (AI) and Machine Learning (ML) have become integral parts
of various digital aspects of human lives. They are employed in a wide range
of applications, including recommendation systems (such as movie recommen-
dations) and decision-making processes (like loan approvals). As users become
more aware of these Al systems and their impact on their lives, they often seek to
understand the reasoning behind the decisions made by these systems[15].

To address this need for transparency and user understanding, explanations
for the decisions made by Al and ML systems are provided|[2, 17]. These expla-
nations aim to shed light on the factors that influenced the decision and provide
insights into the decision-making process. This becomes particularly important
when the decision-making process is considered a "black box," meaning it is dif-
ficult for humans to understand how the system arrived at a particular decision.
Neural networks, a type of Al model, are often considered black boxes due to
their complex and non-linear nature[18].

One approach to generating explanations is through the use of Counterfactual
(CF) Arguments[17, 11, 4]. Counterfactual Arguments are hypothetical statements
or scenarios that describe alternative outcomes based on changes in the input fea-
tures of a system. In the context of AI and ML explanations, Counterfactual Ar-
guments involve generating explanations by presenting alternative scenarios and
analyzing how changes to the input features would have affected the decision.

By using Counterfactual Arguments, explanations can be generated that show
users how their decisions would have been different if certain factors were differ-

ent.

1.1 Counterfactual Arguments

A counterfactual argument is a statement that describes a causal situation by as-

serting that if a specific event (X) had not occurred, then another event (Y) would



not have happened. It explores the relationship between cause and effect and
highlights the influence of a particular factor on the outcome.

For example, consider the statement, "I wouldn’t have burned my tongue if
I hadn’t sipped this hot coffee." In this case, event Y is burning the tongue, and
cause X is drinking hot coffee. The counterfactual argument suggests that if the
person had not sipped the hot coffee (event X), they would not have burned their
tongue (event Y).

In the context of AI and ML explanations, counterfactual arguments can be
used to provide insights into the decision-making process of models. When a de-
cision is made by an Al or ML model, there are typically multiple factors or input
variables that contribute to the outcome. By exploring counterfactual scenarios,
where certain factors are altered or removed, it becomes possible to understand
the impact of specific features on the decision.

These types of explanations can be helpful in several ways. Firstly, they pro-
vide a clearer understanding of the reasoning behind a particular decision made
by the model. Users can gain insights into which features or inputs were influ-
ential in the decision-making process. Secondly, counterfactual arguments allow
users to explore alternative scenarios and understand how changes in certain fac-
tors would have affected the decision. This empowers users to make informed
decisions and potentially modify their inputs or actions to achieve different out-
comes.

Overall, counterfactual arguments help to elucidate the cause-effect relation-
ships within AI and ML models, providing users with explanations that enhance

their understanding of the decision-making process.

1.2 Recommendations

A recommendation system is a type of machine learning (ML) or artificial intelli-
gence (Al) program that provides suggestions or recommendations to users based
on available data[14, 13]. The goal of a recommendation system is to help users
discover new items or content that align with their preferences and interests.
Recommendation systems utilize various parameters and data sources to gen-

erate personalized recommendations. Some common parameters include:

1. Previous Purchases: The system considers the user’s past purchases or trans-
actions to understand their preferences and recommend similar items. For
example, if a user has previously bought books on science fiction, the system
may suggest other science fiction books.

2



2. Search History: The system takes into account the user’s search queries and
browsing history to identify patterns and infer their interests. Based on the
user’s search history, the system can recommend items related to their recent

searches.

3. Demographic Data: User demographics such as age, gender, location, or lan-
guage can be used to personalize recommendations. This information helps

the system tailor suggestions based on demographic-specific preferences.

4. Ratings and Feedback: If users have provided ratings or feedback on items
they have interacted with, the system can leverage this information to make
recommendations. It can identify items that have received positive feedback

from users with similar preferences and suggest them to the current user.

5. Collaborative Filtering: Collaborative filtering is a technique where the sys-
tem analyzes the behavior and preferences of similar users to make recom-
mendations. If two users have similar tastes or purchase patterns, items

liked by one user can be recommended to the other.

6. Content-Based Filtering: Content-based filtering focuses on the characteris-
tics of the items themselves. It analyzes the attributes of the items and rec-
ommends similar items based on their features. For example, if a user has
shown interest in action movies, the system may recommend other action

movies based on their genre or actors.

By combining these parameters and utilizing ML or Al algorithms, recommenda-
tion systems can generate personalized and relevant suggestions for users. The
ultimate aim is to enhance the user experience by presenting them with items or
content that align with their preferences, thereby increasing user engagement and

satisfaction.

1.3 [Explanations in Recommendations

In the given scenario, User X is using an over-the-top (OTT) platform to watch
movies. The platform utilizes a recommendation system to suggest movies to
users based on their previous interactions and preferences. User X is curious
about why the 3rd movie (I3) in the recommended list was suggested to them
and asks for an explanation.

In response to User X’s query, the system would provide an explanation that

takes into account the user’s previous interactions and preferences. The system
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might respond with an explanation like this: "You have liked movies 12 and 14,
and you have also watched movies 14 and I5. Based on your preferences and
viewing history, movie I3 is suggested to you."

This explanation aims to provide transparency and clarity to the user by high-
lighting the specific factors that influenced the recommendation. In this case, the
system references the movies that User X has previously shown interest in (12 and
I4) and the movies they have watched (I4 and I5). Based on the user’s preferences
and viewing history, the system determines that movie 13 is likely to align with
User X’s tastes and therefore recommends it.

By providing this explanation, the system helps User X understand the rea-
soning behind the recommendation and offers insight into how their previous
interactions influenced the suggested movie. This kind of explanation enhances
user understanding, builds trust in the recommendation system, and empowers

users to make informed choices about the content they want to consume.

1.4 Counterfactual Arguments as an Explanations

To generate explanations using Counterfactual Arguments, the explanation gen-
erating model applies minor changes to the input data. The objective is to make
the smallest possible alteration to the input data that would result in crossing the
decision boundary of the decision-making model.

Counterfactual explanations are particularly useful in scenarios where a de-
cision has been made, such as a loan request being rejected. These explanations
aim to provide feedback to the person whose request was rejected, assisting them
in understanding what changes they can make to their features or input data to
move to the desirable side of the decision boundary.

For example, let’s consider a situation where someone’s loan request was de-
nied based on their annual income. The counterfactual explanation might state,
"If your annual income is 15, 000 instead of 12,000, you would be eligible for the
loan." This explanation presents a hypothetical scenario where a minor increase
in the person’s annual income (from 12,000 to 15,000) would lead to a different
decision outcome, i.e., loan eligibility.

By providing such counterfactual explanations, individuals are given action-
able insights on what changes they can make to improve their chances of a posi-
tive outcome. In this case, it suggests that increasing their annual income would
make them eligible for the loan.

Counterfactual explanations offer valuable feedback to users by highlighting



the specific changes they can make to their input features to achieve a desired out-
come. This helps users understand the impact of different factors on the decision-
making process and empowers them to make informed decisions and take actions

that can potentially lead to more favorable outcomes.

1.5 Motivation and Problem Statement

In certain domains, especially those involving high costs or significant conse-
quences, users often desire the ability to change or understand the decisions made
by recommendation models. This is because the impact of these decisions can
have substantial implications.

To generate explanations using Counterfactual Arguments in such contexts, it
becomes essential to consider permutations in the input values. By exploring dif-
ferent combinations and variations of the input features, it is possible to generate
near-optimal explanations that require only minimal changes in the features.

The goal of utilizing Counterfactual Arguments in this scenario is to provide
explanations that offer insights into the decision-making process while minimiz-
ing the disruption or modification required to the original input data.

By considering permutations in the input values, the system can identify al-
ternative scenarios that would lead to different outcomes. These permutations
involve making small changes or adjustments to the input features, allowing the
system to generate explanations that show how slight modifications would im-
pact the decision.

For example, in the context of a high-cost domain, such as a financial invest-
ment recommendation, a counterfactual explanation might indicate, "If you had
invested 10% more in Stock A instead of Stock B, your returns would have been
significantly higher." This explanation demonstrates the impact of a minor change
in the investment allocation on the overall outcome.

By leveraging permutations in the input values and using Counterfactual Ar-
guments, near-optimal explanations can be generated. These explanations pro-
vide users with valuable insights into how different choices or modifications to
the input features would have affected the decision. This empowers users in high-
cost domains to understand the reasoning behind recommendations and poten-
tially make more informed decisions or take actions that align with their desired
outcomes.

When generating explanations using Counterfactual Arguments and consid-

ering permutations in the input values, the search space for these permutations



can increase significantly. The size of the search space depends on the number of
input features and the range of values they can take.

For example, if a recommendation model takes into account multiple input
features, such as user preferences, demographic information, past behaviors, and
contextual factors, the number of potential permutations and combinations can
grow exponentially.

The focus of the study is to optimize the process of finding counterfactual ex-
planations by efficiently exploring this large search space. Researchers and prac-
titioners aim to develop algorithms and techniques that can traverse through the
search space in an effective and efficient manner.

The goal is to find the most relevant and informative counterfactual expla-
nations while minimizing the computational resources and time required for the
search. This optimization involves devising strategies to narrow down the search
space, prioritize certain combinations of input features, or leverage heuristics and
machine learning techniques to guide the exploration process.

Efficiently navigating the search space is crucial for scalability and practicality,
as it allows the generation of counterfactual explanations within acceptable time-
frames, even when dealing with large and complex datasets.

By finding optimizations in the process of searching for counterfactual expla-
nations, researchers and practitioners can make these explanations more feasible
and practical in real-world applications. It enables users to receive timely and
meaningful insights into decision-making processes, enhancing their understand-

ing and enabling them to make informed choices.

1.6 Organization of Thesis

Thesis Organization:

The thesis is structured into five chapters, each addressing a specific aspect of
generating explanations for recommendations using Counterfactual Arguments
and exploring optimizations in the search space. The organization of the thesis is

as follows:

1. Introduction: The first chapter provides an introduction to the topic, high-
lighting the significance of generating explanations for recommendations
and the use of Counterfactual Arguments. It outlines the research objectives,

the motivation behind the study, and the scope of the thesis.

2. Literature Survey: The second chapter presents a comprehensive literature



survey on the existing methods and approaches related to generating expla-
nations for recommendations and utilizing Counterfactual Arguments. It
reviews relevant research papers, academic works, and industry practices
in the field. This chapter provides a foundation for understanding the state
of the art and identifying research gaps.

. Experiment & Methodologies: The third chapter details the experimental
setup and methodologies employed in the study. It describes the dataset
used, the recommendation models or algorithms under investigation, and
the specific Counterfactual Arguments techniques employed. This chapter
outlines the process of generating counterfactual explanations and the con-

siderations taken into account to optimize the search space.

. Insights & Results: The fourth chapter presents the insights and results ob-
tained from the experiments and analyses conducted. It discusses the gen-
erated counterfactual explanations and their effectiveness in enhancing user
understanding and decision-making. This chapter also highlights any ob-
served patterns, limitations, or challenges encountered during the research

process.

. Conclusion & Future Scope

The fifth chapter of the thesis is dedicated to providing a conclusion and
discussing the future scope of the research. It serves as a culmination of the

study and provides a summary of the key findings and contributions.



CHAPTER 2

Literature Survey

2.1 Model Agnostic vs Model Sensitive Approaches

When it comes to generating explanations for recommendations, there are multi-
ple approaches that can be employed. These approaches can be broadly catego-

rized into two types: model-sensitive and model-agnostic.

1. Model-Sensitive Approaches: Model-sensitive approaches are dependent
on the specific type of recommendation model used. These approaches take
into account the internal workings and mechanisms of the model to gen-
erate explanations. They leverage the specific algorithms, architectures, or
characteristics of the model to interpret and explain the recommendations it
provides. Model-sensitive approaches are tailored to the specific model and

may not be easily applicable to other models or architectures.

2. Model-Agnostic Approaches: In contrast, model-agnostic approaches focus
solely on the input and output of the recommendation model, irrespective
of its internal workings. These approaches do not rely on the specific de-
tails of the model but rather concentrate on understanding the relationship
between the input data and the generated output[8]. Model-agnostic ap-
proaches aim to generate explanations that can be applied across various
types of recommendation models. They offer a more versatile and general-

izable framework for explaining recommendations.

In this particular study, the focus is mainly on model-agnostic approaches. The
reason for this choice is the usefulness and flexibility of model-agnostic tech-
niques when dealing with different types of recommendation models. Since dif-
ferent models may have diverse architectures, algorithms, or implementation de-
tails, using model-agnostic approaches allows the generated explanations to be

applicable across a wider range of recommendation systems.



By employing model-agnostic approaches, the study can provide insights and
techniques that can be utilized in various recommendation settings, regardless of
the specific model employed. This approach enhances the practicality and appli-
cability of the explanations, allowing them to be adapted to different recommen-
dation models and supporting better understanding and interpretability of the

recommendations generated by these models.

2.2 Quality Measures of CFs

These quality measure ensure better quality CF which can be more interpretable,

understandable and actionable for real world scenarios[2, 19, 21].

2.2.1 Proximity

In the context of generating counterfactual arguments (CFs), the distance between
the CF and the original input data point plays a crucial role. The distance func-
tion is used to measure the dissimilarity or deviation of the CF from the original
data point. The choice of distance function can vary depending on the specific
approach or methodology employed in the CF generation process.

The goal of selecting an appropriate distance function is to ensure that the CF is
as close as possible to the original input data point while still resulting in a change
in the decision or outcome. The distance should reflect the extent of modification
or perturbation applied to the input features to achieve the desired outcome.

Different distance functions may be used based on the nature of the data and
the specific requirements of the CF generation approach. Commonly used dis-
tance metrics include Euclidean distance, Manhattan distance, cosine similarity,
or custom-defined distance measures tailored to the problem domain.

Ideally, the distance between the CF and the original input data point should
be minimized, indicating that the CF is as similar as possible to the original data
while leading to a different decision or outcome. The exact definition of "mini-
mum possible distance" may vary depending on the specific context and require-
ments of the CF generation process.

By considering the distance between the CF and the original input data point,
researchers and practitioners can assess the extent of modification or perturba-
tion required to generate meaningful CFs. This evaluation helps ensure that the
CFs are meaningful, informative, and provide valuable insights into the decision-

making process of the underlying model or system.



2.2.2 Sparsity

When generating counterfactual explanations, minimizing the change in the num-
ber of features is an important consideration. The objective is to provide CFs that
are more human interpretable, understandable, and meaningful. By minimizing
the changes in the number of features, the CFs remain closer to the original input,
making the explanations more intuitive and easier to comprehend for individuals.

If the CF involves drastic changes or modifications in multiple features, it can
become challenging for users to grasp the cause-and-effect relationship between
the modified features and the resulting decision change. On the other hand, when
the number of feature changes is minimized, the CFs are more aligned with the
original input, and the causal relationship between specific features and the deci-
sion outcome becomes more apparent.

Reducing the number of feature changes also helps in maintaining the con-
text and relevance of the CFs. Users can better understand and relate to the ex-
planations when they see that only a few key features have been modified, as it
aligns with their mental model and expectations of how those features influence
the decision-making process.

Moreover, minimizing the change in the number of features contributes to
the overall interpretability and transparency of the CFs. Users can more easily
comprehend and trust the explanations when they observe that only a few rele-
vant features have been altered, rather than a complex and extensive modification
across multiple dimensions.

By prioritizing minimal changes in the number of features, the CFs become
more human interpretable, allowing users to gain insights into the decision-making
process and understand the factors that drive the recommended outcomes. This
approach enhances the effectiveness and usability of the generated CF explana-
tions.

2.2.3 Diversity

When generating multiple counterfactuals (CFs), it is crucial to ensure that they
are not only close to the original data point but also relatively diverse from each
other. This approach aims to provide a more comprehensive and nuanced under-
standing of the decision-making process by offering multiple perspectives and
alternative scenarios.

By keeping the CFs close to the original data point, it means that they should

share similarities in terms of the input features, except for the minimal changes
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necessary to alter the decision outcome. This closeness allows users to relate the
CFs to their own situation and better comprehend the specific modifications that
would be required to achieve a different decision.

On the other hand, it is equally important to ensure diversity among the CFs.
Each CF should represent a distinct pathway or set of changes that lead to a differ-
ent decision outcome. By introducing diversity, the CFs provide a range of pos-
sibilities and highlight various factors that influence the decision process. This
diversity encourages users to consider multiple perspectives and helps them ex-
plore different strategies or changes that may lead to desired outcomes.

Having multiple CFs that are both close to the original data point and diverse
from each other enhances the understandability of the explanations. Users can
compare and contrast the different CFs, identifying common patterns or factors
that consistently impact the decision, as well as unique variations that yield dif-
ferent outcomes. This comparative analysis allows users to gain insights into the
decision-making process, understand the underlying rules or patterns employed
by the recommendation system, and make informed choices based on their pref-
erences and goals.

In summary, generating CFs that are close to the original data point and rela-
tively diverse from each other provides a more comprehensive and understand-
able set of explanations. This approach facilitates a deeper understanding of the
decision-making process, empowers users to explore different possibilities, and
enables informed decision-making based on individual preferences and objec-

tives.

2.2.4 Feasibility or Plausibility

When generating counterfactuals (CFs), it is important to consider two key quali-
ties: plausibility and feasibility. These qualities ensure that the generated CFs are
realistic and align with the constraints and boundaries of the problem domain.
Plausibility refers to the idea that the CFs should be plausible or believable
in the context of the problem being addressed. This means that the CFs should
not change immutable features that are inherently fixed for an individual, such as
gender or age. Modifying these immutable features would result in CFs that are
unrealistic and do not align with the inherent characteristics of the person or the
problem under consideration. By preserving these immutable features, the CFs
remain plausible and maintain a sense of consistency with the original data point.
Feasibility, on the other hand, refers to the notion that the CFs should be feasi-
ble or achievable in practice. The CFs should propose changes that are practically

11



possible and do not lead to paradoxical interpretations. For example, if the goal
is to generate CFs for improving loan eligibility, it would not be feasible to sug-
gest a CF that triples the income of an individual overnight. Such a drastic and
unrealistic change would not be practical or achievable. Feasibility ensures that
the CFs provide actionable and meaningful suggestions that can be reasonably
implemented by the individual.

By considering both plausibility and feasibility, the generated CFs maintain
a balance between believability and practicality. They provide meaningful and
actionable suggestions that respect the inherent constraints and limitations of the
problem domain. This approach enhances the usefulness and applicability of the
CFs, as they are more likely to be accepted and implemented by the individuals
seeking explanations or considering alternative decision scenarios.

In summary, plausibility ensures that the generated CFs do not change im-
mutable features, preserving the inherent characteristics of the individuals. Fea-
sibility ensures that the CFs propose changes that are practical and achievable
within the given problem context, avoiding paradoxical interpretations. By ad-
hering to these qualities, the CFs provide realistic and actionable explanations

that align with the constraints and boundaries of the problem domain.

2.3 Generating Explanations

There are multiple approaches available in the literature to generate and evaluate
CFs[2, 17,11, 19].

2.3.1 Instance-Centric Approaches

Instance-centric algorithms in generating counterfactuals rely on random feature
permutations and aim to find counterfactuals that are close to the original case
within a certain distance metric. These algorithms often employ unique opti-
mization techniques and loss functions to search for suitable counterfactuals[12].
However, due to their reliance on random permutations, instance-centric algo-
rithms may face challenges in terms of feasibility and diversity of the generated
counterfactuals.

To overcome these issues, some instance-centric algorithms incorporate addi-
tional mechanisms into their loss functions. These mechanisms are designed to
improve the plausibility, feasibility, and diversity of the generated counterfactual

explanations. By incorporating these mechanisms, the algorithms attempt to ad-

12



dress the potential violations of these qualities and enhance the overall quality of
the generated counterfactuals.

The exact nature of the mechanisms embedded in the loss functions may vary
depending on the specific instance-centric algorithm. These mechanisms could
involve penalty terms, regularization techniques, or constraints that guide the
optimization process towards more feasible and diverse counterfactuals. By in-
corporating such enhancements, the instance-centric algorithms aim to generate
counterfactual explanations that are not only close to the original case but also
satisfy the desired qualities of feasibility and diversity.

The inclusion of these mechanisms within the loss functions helps to refine the
search process for counterfactuals and improve the overall quality of the gener-
ated explanations. However, it is important to note that even with these enhance-
ments, instance-centric algorithms may still face challenges in fully satisfying the
qualities of feasibility and diversity, and further research and development are

necessary to address these limitations effectively.

2.3.2 Genetic-Centric Approaches

The category referred to as "Genetic-Centric" encompasses methods that utilize
genetic algorithms as an optimization technique to search for counterfactuals.
Genetic algorithms are inspired by natural evolution and mimic the process of
genetic crossover and mutation to explore the search space[16, 6, 3].

In the context of generating counterfactuals, genetic-centric methods apply ge-
netic algorithms to iteratively refine and explore feature vectors. These algorithms
typically start with an initial population of feature vectors, which are treated as
potential counterfactuals. Through successive generations, the feature vectors un-
dergo genetic operations such as crossover and mutation.

The genetic operations involve combining or exchanging features among dif-
ferent feature vectors and introducing random changes to feature values. These
operations allow the exploration of different combinations and modifications of
features, leading to a diverse set of potential counterfactuals.

By leveraging genetic algorithms, these methods often satisfy characteristics
like diversity and plausibility. The crossover and mutation processes enable the
generation of counterfactuals that may exhibit diverse combinations of features,
reflecting different potential scenarios or changes in input variables. This diver-
sity enhances the range of explanations and provides a more comprehensive un-
derstanding of the decision-making process.

Furthermore, genetic-centric methods can also address plausibility. The itera-
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tive nature of genetic algorithms allows for the refinement of counterfactuals over
multiple generations. Through the optimization process, the methods can con-
verge towards counterfactuals that are more plausible and closer to satisfying the
desired properties or constraints.

Overall, genetic-centric methods offer an effective approach to generating coun-
terfactual explanations by utilizing genetic algorithms for optimization. By per-
mitting feature vectors to crossover and mutate, these methods achieve diversity
and plausibility, contributing to more comprehensive and meaningful counterfac-

tual explanations.

2.3.3 Constraint-Centric Approaches

The category referred to as "Constraint-Centric" includes methods that tackle coun-
terfactual generation as a constraint satisfaction problem. These algorithms for-
mulate the problem by modeling constraints and use various techniques, such
as satisfiability modulo theory (SMT) solvers, to find solutions that satisfy these
constraints[22].

In constraint-centric methods, the goal is to identify counterfactual explana-
tions that satisfy specific properties or constraints. These properties can encom-
pass a range of qualities, including diversity and plausibility. By formulating the
problem as a constraint satisfaction issue, these methods provide a general frame-
work that allows for the satisfaction of multiple counterfactual qualities.

One of the main advantages of constraint-centric methods is their generality.
They can handle different types of constraints and are flexible in accommodating
various counterfactual properties. This generality enables the methods to satisfy
a wide range of qualities, including diversity and plausibility, as required by the
problem at hand.

The use of techniques such as SMT solvers allows constraint-centric methods
to effectively search for solutions that fulfill the specified constraints. SMT solvers
are powerful tools that can handle complex logical constraints and efficiently ex-
plore the search space to find feasible solutions. By leveraging these solvers,
constraint-centric methods can generate counterfactual explanations that satisfy
the desired qualities.

In summary, constraint-centric methods excel at modeling the counterfactual
generation problem as a constraint satisfaction issue. Their generality and uti-
lization of techniques like SMT solvers enable them to readily satisfy diverse
counterfactual qualities, including diversity and plausibility. By leveraging these

methods, researchers and practitioners can obtain counterfactual explanations
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that meet specific constraints and provide valuable insights into the decision-

making process.

2.3.4 Regression-Centric Approaches

The category referred to as "Regression-Centric" encompasses methods that gen-
erate explanations by leveraging the weights of a regression model[20, 1, 10].
These methods share similarities with LIME (Local Interpretable Model-Agnostic
Explanations) in their approach. The underlying assumption is that by permuting
the features of the input data, an interpretable model, typically a linear regression
model, can be fitted to the modified data. The weights assigned to each feature in
the regression model are then used as explanations.

The main idea behind regression-centric methods is to use the weights of the
regression model as indicators of the importance or influence of each feature on
the decision or outcome. By examining the magnitude and sign of the weights,
one can infer the degree of contribution each feature has in determining the out-
put. These weights are often used to explain why a certain decision or recommen-
dation was made.

However, it is important to note that regression-centric methods may face chal-
lenges in meeting certain quality measures, including plausibility and diversity, in
the generated counterfactuals. Plausibility refers to the degree to which the coun-
terfactual explanations align with real-world possibilities and constraints. While
the regression model provides explanations based on feature weights, these ex-
planations may not always be realistic or plausible in practical terms.

Similarly, diversity refers to the variety and range of possible counterfactual
explanations. Regression-centric methods, due to their reliance on the weights
of the regression model, may have limitations in producing diverse explanations.
The explanations generated by these methods might be limited to the factors con-
sidered by the regression model and may not encompass a wide range of potential
changes or scenarios.

While regression-centric methods offer interpretability through the use of re-
gression model weights, their limitations in achieving plausibility and diversity
in counterfactual explanations should be taken into account. These methods can
provide insights into the relative importance of features but may not capture the
full complexity and richness of the decision-making process.
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2.3.5 Probabilistic-Centric Approaches

The category referred to as "Probabilistic-Centric" includes approaches that frame
the counterfactual generation problem as a probabilistic problem. These methods
leverage probabilistic techniques and models to generate counterfactual explanations|[5,
9].

Probabilistic-centric approaches employ various strategies to address the coun-
terfactual generation problem. These strategies may involve concepts such as ran-
dom walks, Markov sampling, variational autoencoders (VAEs), and probabilistic
graphical models (PGMs). Each of these techniques contributes to learning effi-
cient data representations and generating counterfactuals in a probabilistic frame-
work.

Random walks are often used in probabilistic-centric approaches to explore
the data space and generate counterfactual instances. By taking random steps or
transitions in the data space, these methods can create alternative instances that
satisfy certain constraints or properties. Random walks allow for the generation
of diverse counterfactual explanations by exploring different regions of the data
distribution.

Markov sampling is another technique utilized in probabilistic-centric approaches.
It involves drawing samples from a Markov chain, where each sample represents
a potential counterfactual instance. Markov sampling allows for the exploration
of different possible scenarios and facilitates the generation of diverse counterfac-
tual explanations.

Variational autoencoders (VAEs) are unsupervised learning models that can
learn efficient data encodings or representations. In the context of counterfactual
generation, VAEs can capture the underlying structure of the data and generate
counterfactual instances that satisfy specific constraints or properties. These mod-
els can generate new instances that deviate from the original data distribution
while maintaining certain characteristics or features.

Probabilistic graphical models (PGMs) are frameworks that represent the de-
pendencies and relationships among variables using probabilistic models. PGMs
provide a flexible and expressive way to model the counterfactual generation
problem. They can capture complex dependencies and generate counterfactual
explanations based on probabilistic reasoning.

In summary, probabilistic-centric approaches leverage probabilistic techniques
such as random walks, Markov sampling, VAEs, and PGMs to tackle the counter-
factual generation problem. These methods focus on learning efficient data rep-

resentations and generating counterfactual explanations in a probabilistic frame-
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work. By incorporating probabilistic reasoning and modeling, these approaches
offer valuable insights into the generation of counterfactual instances with diverse

characteristics and adherence to specific constraints or properties.

2.4 Research Questions

These are the Research Questions obtained from the study;,

* RQ-1: Which Solution can be considered near optimal solution also known

as minimal length CFs to generate explanations?

* RQ-2: How to reduce computational complexity to find a near optimal so-

lution?

2.5 Chapter Summery

In this chapter, we explored various approaches for generating counterfactual ar-
guments and discussed different quality measures to evaluate the interpretability,
feasibility, and actionability of the explanations. We examined methods such as
modifying input data, applying perturbations, and employing optimization algo-
rithms to generate counterfactual arguments.

To assess the quality of the explanations, we considered factors such as human
interpretability, feasibility, and actionability. Human interpretability focused on
ensuring that the explanations were easily understandable and comprehensible
to users without requiring specialized technical knowledge. Feasibility involved
evaluating whether the suggested modifications or adjustments in the explana-
tions were practical and could be implemented in real-world scenarios. Action-
ability assessed the extent to which the explanations provided actionable insights
and suggestions that users could act upon to influence or change the decision
outcome.

By exploring different approaches and employing these quality measures, we
aimed to provide a comprehensive analysis of the generated counterfactual ar-
guments. This analysis helps us understand the effectiveness and usefulness of
the explanations in decision-making processes, enhancing transparency and in-

terpretability.
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CHAPTER 3

Experiment & Methodologies

3.1 Terminologies

Here are notations for the experiment,

e Ul : Number of of users in Dataset

Ic : Number of total item catalog in Dataset

I : Interacted Itemset of particular user

n: Size of [

R : Recommendation list of interacted itemset I

t : Target item (Explanation asked by User)

t_pos : Target item position in Recommendation list R

E : Candidate (subset of I)

R’ : Recommendation list of I - E itemset

CF:1Ift ¢ R’ than E is CF else not

3.2 Brute-force Method

In order to analyze and identify the nature of minimal length counterfactuals
(CFs), a Brute-Force search approach is utilized. This approach involves exhaus-
tively searching through all possible combinations of input interacted itemsets
and their corresponding output recommendation lists in the recommendation sys-
tem (RecSys)[8].
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Figure 3.1: Generating Candidates

One important assumption made in this analysis is that the platform or sys-
tem storing the input interacted itemset and recommendation list does not retain
any specific user information. This means that the analysis focuses solely on the
relationship between the input and output without considering any personal user
data. This assumption helps maintain privacy and data security by avoiding the
storage of user-specific information.

By performing a Brute-Force search, the analysis aims to uncover the mini-
mal length CFs, which are the most concise and minimal changes required in the
input itemset to cause a different recommendation outcome. The search process
systematically explores all possible combinations to identify these minimal CFs.

The utilization of a Brute-Force search approach allows for a comprehensive
analysis of the CFs without any specific assumptions or biases. It provides a thor-
ough examination of the relationships between input itemsets and recommenda-
tions, helping to uncover patterns and insights that can improve the understand-
ing and interpretability of the recommendation system.

Overall, the use of a Brute-Force search approach, coupled with the assump-
tion of not storing user information, enables an objective analysis of minimal
length CFs and contributes to the transparency and privacy-preserving nature of
the analysis.
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Figure 3.2: Checking Candidates for CF

For every subset candidate E, I-E will be fed to RecSys and from R’ the position
of t will be considered according to CF condition mentioned in notation. It can be
seen in Figure 3.1 & 3.2. Among all CFs, minimal length CFs will be considered
for the explanation.

RecSys will provide ranking for all items in the catalog hence top K to be con-
sidered as a recommendation list. Movie-Lence dataset of 100K Interaction has
been used[7]. Only users with more than 20 interactions have been considered
rest users are discarded. Details of the modified dataset is metioned in Table 3.1.

The latest 20 interactions of users have been considered in two parts. (1) First

No. Feature Count
1 Number of Users (U) 943
2 Total Item Catalog (Ic) 1682
3 Size of Interacted Itemset (n) 10
4 | Length of Recommendation List (K) 20

Table 3.1: Modified Movie-Lence Dataset

10 Interactions, (2) First 11 to 20 Interactions. Although the approach is Model
Agnostic, for the experimental setup LSTM based RecSys has been used for both
modified datasets.
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3.3 Genetic Algorithms

3.3.1 What are the Genetic Algorithms?

Initialization

Y

Evaluation

Stopping
Criteria

Selection

A
Crossover I
Replacement

A A
Mutation
Evaluation |<—

Y

Final Populationl

Figure 3.3: Genetic Algorithm

Genetic algorithms (GAs) are a class of computational optimization algorithms
inspired by the principles of natural selection and genetics. They are commonly
used to solve complex problems that involve finding the best solution among a
large search space.

The basic idea behind genetic algorithms is to mimic the process of evolu-
tion by iteratively improving a population of potential solutions to a problem.
The algorithm starts with an initial population of individuals, each representing a
possible solution. These individuals are evaluated using a fitness function, which
quantitatively measures how well each solution solves the problem. The flow for
the GA can be seen in Figure 3.3.

The GA then applies a set of genetic operators, including selection, crossover,
and mutation, to create a new generation of individuals. The selection operator
favors individuals with higher fitness, making them more likely to be chosen for
reproduction. Crossover combines genetic material from selected individuals to
create offspring, while mutation introduces random changes to the genetic infor-

mation. This process is inspired by the biological processes of reproduction and
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genetic variation.

The new generation of individuals is evaluated using the fitness function, and
the process of selection, crossover, and mutation continues for multiple genera-
tions. Over time, the population evolves, and solutions with higher fitness be-
come more prevalent.

Genetic algorithms can be applied to a wide range of optimization problems,
including combinatorial optimization, function optimization, scheduling, and ma-
chine learning, among others. They are particularly useful when the search space
is large and complex, and traditional optimization methods may be impractical.

One of the strengths of genetic algorithms is their ability to explore multiple
areas of the search space simultaneously, allowing them to potentially find glob-
ally optimal or near-optimal solutions. However, they are not guaranteed to find
the best solution in every case and may require careful tuning of parameters and

problem-specific adaptations to achieve good results.

3.3.2 Use of Genetic Algorithms

In the proposed solution utilizing a genetic algorithm to find counterfactuals (CFs),
several methods have been employed to guide the evolutionary process. Here are

the key methods and strategies used:

1. Parent Selection: The roulette wheel selection method is utilized for parent
selection. This method assigns a probability of selection to each candidate
solution based on its fitness value. Candidates with higher fitness values

have a higher chance of being selected as parents for the next generation.

2. Fitness Function: The fitness function is designed to evaluate the quality of
each candidate solution. In this case, the fitness is determined by consid-
ering the position difference of the target item in the recommendation list
compared to the original recommendation list. The fitness value is assigned
based on the difference, where a higher fitness value indicates a larger differ-
ence to the original recommendation. This means that candidates affecting
the target items place in the recommendation list receive higher fitness val-

ues.

3. Crossover: The crossover operation is used to combine genetic information
from selected parent solutions to create new offspring solutions. In this ap-
proach, the two-point crossover method is employed. This method selects

two random points in the candidate solutions and exchanges the genetic
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material between these points. By performing crossover, the offspring in-
herit characteristics from both parents, allowing for exploration of different

combinations of features.

4. Preservation of Interactions: To ensure the preservation of important inter-
actions, the first three interactions (or features) are not changed during the
crossover process. This means that the genetic material from the first three
interactions remains intact in the offspring solutions, providing some level

of consistency and continuity with the original data point.

By utilizing these methods within the genetic algorithm framework, the search for
CFs is guided towards finding solutions that exhibit desirable properties, such as
having the target item positioned at a more favorable location in the recommenda-
tion list. The roulette wheel selection method ensures diversity in the parent pop-
ulation, the fitness function guides the evaluation of candidate solutions based on
position differences, and the two-point crossover operation facilitates the explo-
ration of different combinations of genetic information. Additionally, preserving
the initial interactions maintains the relevance of the original data point in the CF
generation process.

Overall, this approach aims to enhance the effectiveness and efficiency of the
genetic algorithm in generating CFs that provide meaningful and actionable ex-

planations in the context of recommendation systems.

34 Code & Hardware Setup

All the experiments conducted in the study were performed using Google Co-
lab, a cloud-based platform that provides a Jupyter Notebook environment for
executing code. Google Colab offers the advantage of flexibility and accessibil-
ity, allowing researchers to work on their experiments from any device with an
internet connection.

To leverage the computational power of GPUs (Graphics Processing Units),
the hardware accelerator in Google Colab was set to GPU mode. GPUs are highly
efficient for executing parallel computations, making them particularly useful for
tasks involving machine learning and deep learning algorithms. Utilizing GPU
acceleration can significantly speed up the execution of computationally intensive
tasks, such as training complex models or performing large-scale data processing.

The exact specifications of the GPU available in the free version of Google
Colab may vary based on availability. The free version provides access to a range
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of GPU options, including NVIDIA Tesla K80, T4, P4, or P100. The specific GPU
assigned to a user’s session is dependent on the availability at the time of usage.

The code for the experiments was implemented using the Python program-
ming language, specifically Python 3. Python is widely used in the field of data
science and machine learning due to its extensive ecosystem of libraries and frame-
works, which provide various tools and functionalities for data manipulation,
modeling, and analysis.

By utilizing Google Colab with GPU acceleration and implementing the ex-
periments in Python 3, the researchers were able to take advantage of efficient
computation and leverage the rich ecosystem of Python libraries to facilitate the

execution of their experiments and analysis.

3.5 Chapter Summery

The experiments in the study were conducted using a modified version of the
MovieLens dataset. The specific modifications made to the dataset are detailed
in the Method subsection of the thesis. These modifications could include pre-
processing steps such as data cleaning, filtering, or feature engineering to suit the
specific requirements of the research.

To conduct the experiments, the researchers utilized Google Colab, a cloud-
based platform that provides a Jupyter notebook environment for running Python
code. Python 3 was chosen as the programming language for implementing the
experiments and analyzing the dataset.

By conducting the experiments on Google Colab using Python 3, the researchers
were able to implement the necessary algorithms, apply the designated method-
ologies, and perform analyses on the modified MovieLens dataset. This setup
allowed for efficient and reproducible experimentation, facilitating the investi-
gation and evaluation of the proposed methods for generating explanations of

recommendations using counterfactual arguments.
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CHAPTER 4
Insights & Results

4.1 Insights about explanations

The average minimum size of the solution for different target items positioned
(t_pos) and K (Size of candidate) is nearly n/2. The observation of average min-
imum length of CFs = n/2 is observed in both of the modified datasets as well
as the upward movement shown in Figure 4.1 & 4.2. This shows that items have
only positive impact with respect to the position in the recommendation list and
more items (instead of one or two) are responsible for the target item to appear in

the recommendation list.

Avg min size of E vs K

Y axis: Avg Min size of E

50 4 100 . Do s F.oli

X axis: Diﬁérent K

Figure 4.1: Avg Min CF across different K
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Avg min size of E vs Different tems Postion

Y axis: Avg Min size of E

X axis: Different Target Item Position

Figure 4.2: Avg Min CF across different target Item Position (t)

4.2 Upward Movement

From R to R, the upward movement of target item f in recommendation list is
very rare (15,16,918 out of 1,92,74,920 - 7.9%). The improvement is largely for one

position. It can be seen in Figure 4.3.

4.3 Optimization by Genetic Algorithms

By incorporating genetic algorithms with a specific fitness function, selection method,
and crossover method, our approach successfully achieved optimization in terms

of reducing recommendation calls and minimizing search space traversal. The
reduction in recommendation calls is directly influenced by factors such as the
population size and the number of generations allowed during the experiment.

In our case, we observed a significant reduction of 50% in oracle calls compared

to the brute-force approach.

For a single user query with one item, the proposed method took approxi-
mately 20 seconds to generate a near-optimal CF explanation. This time includes
the process of population initialization, evolution through generations, and con-
vergence to a satisfactory solution.

It's important to note that the effectiveness and efficiency of the proposed
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Figure 4.3: Count of Position Improvement for all user’s candidates

method heavily rely on the choice of fitness function, crossover method, and se-
lection method. Depending on the specific requirements and characteristics of the
recommendation system under study, further optimization can be achieved by
fine-tuning these components. This optimization process warrants future experi-
ments and exploration.

By successfully reducing the number of recommendation calls and optimizing
the CF generation process, our approach offers a promising direction for gener-
ating counterfactual explanations in a more efficient and scalable manner, ulti-

mately enhancing the interpretability and usefulness of recommendation systems.

4.4 Chapter Summery

The results obtained from the experiments indicate that suitable explanations
based on Counterfactual Arguments tend to have a length ranging from 4 to 6
items. This suggests that in order to generate meaningful and effective explana-
tions, a small set of modifications or changes in the input data is often sufficient.
These modifications aim to influence the recommendation outcome and provide
insights into the factors that led to the specific recommendation.

Furthermore, the analysis of the recommendation lists reveals that the upward

movement of the targeted item in the recommendation list of a candidate is a
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relatively rare occurrence, accounting for only 7.9% of the cases examined. This
means that in most instances, the targeted item is recommended in a similar or
slightly different position compared to its original placement in the candidate’s
recommendation list.

However, when an upward movement does occur, it is typically a minor shift
of just one position higher in the recommendation list. This suggests that the
counterfactual changes made to the input data have a limited impact on the posi-
tioning of the targeted item in the recommendation list. Despite this, the explana-
tions derived from the counterfactual arguments still offer valuable insights into
the decision-making process of the recommendation system.

These findings shed light on the nature of suitable explanations generated
using counterfactual arguments. They suggest that concise explanations can be
achieved with a small number of modifications to the input data, and while the
upward movement of the targeted item is infrequent, it does occur occasionally,
albeit in a limited manner. These insights contribute to a better understanding of
the characteristics and effectiveness of counterfactual-based explanations in rec-
ommendation systems.

The utilization of genetic algorithms for search space optimization has proven
fruitful in our study. By leveraging the principles of natural selection and evo-
lution, genetic algorithms enable the exploration and exploitation of the search
space to find near-optimal solutions. In our context of generating counterfactual
explanations, genetic algorithms efficiently traverse the large search space of fea-
ture combinations and permutations, leading to improved optimization in terms
of explanation quality and computational resources required. This approach of-
fers benefits such as handling complex problem domains, adapting to different
fitness functions and constraints, and enhancing the effectiveness and efficiency
of the search process.

Overall, the application of genetic algorithms for search space optimization
yields improved results in our study. It provides a robust and adaptive framework
for generating interpretable and actionable explanations in recommendation sys-
tems. By effectively exploring the search space and utilizing genetic operators
like crossover and mutation, we achieve a reduction in recommendation calls and
search space traversal. The use of genetic algorithms opens up possibilities for
further advancements and optimizations by experimenting with different fitness
functions, crossover techniques, and selection methods. Through these innova-
tions, we can continue to enhance the generation of near-optimal counterfactual

explanations in recommendation systems.
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CHAPTER 5

Conclusion & Future Scope

To pursue the research objectives outlined in Section II, we conducted an in-depth
analysis of minimal length counterfactuals (CFs) using the Modified Movie-Lens
100K Dataset and an LSTM-based recommendation system. Our findings re-
vealed an interesting pattern, indicating that regardless of the dataset used, the
average minimum length of CFs converged to n/2, where n represents the total
number of interacted items. This observation suggests a consistent behavior in CF
generation across different datasets, providing valuable insights into the nature of
explanations in recommendation systems.

However, we also encountered a rare occurrence of upward movement in the
recommendation list, where the target item was placed one position higher than
the original recommendation. This anomaly prompted us to investigate whether
this phenomenon is specific to the type of recommendation system employed or if
it reflects a more fundamental characteristic of CFs. Understanding the underly-
ing factors behind this upward movement will help establish the extent to which
CFs can truly be considered model-agnostic.

To delve deeper into the nature of CFs, we recognize the need for broader ex-
perimentation involving diverse real-world datasets and a wide range of recom-
mendation system architectures. By analyzing different combinations of datasets
and recommendation models, we aim to gain a comprehensive understanding of
the factors influencing CF generation and their implications for explainable rec-
ommendations.

To tackle the optimization challenge associated with the large search space of
subsets of the interacted itemset I, we have explored the use of genetic algorithms
(GA). Our initial experiments utilizing GA have demonstrated promising results
in terms of reducing the number of recommendation system calls and optimizing
the search space traversal. By applying GA-based techniques, we were able to
significantly reduce the number of oracle calls by 50% compared to the brute-force

approach.
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Exploring different facets of GA optimization, such as diverse selection meth-
ods, innovative crossover strategies, and refined fitness functions, holds great po-
tential. These investigations can lead to the fine-tuning of the CF generation pro-
cess and the discovery of computationally efficient approaches that effectively bal-
ance the generation of high-quality explanations with minimized computational

overhead.
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CHAPTER A

Extra observations in Brute-Force Method

As part of the brute-force experiment, an analysis was conducted on one user
to examine all possible subsets of the interacted itemset. This analysis aimed to
explore the various combinations of items that the user had interacted with and
investigate the potential counterfactual arguments (CFs) that could be derived
from these subsets.

Let’s consider an example scenario where User A has interacted with a set of
movies on a streaming platform. The interacted itemset consists of movies I1,
12, I3, and I4. To analyze all possible subsets, we start by considering subsets of
size 1, which include individual movies: 11, 12, I3, and I4. Next, we move on to
subsets of size 2, such as I1, 12, 11, I3, 11, 14, 12, I3, 12, I4, and 13, I4. We continue this
process, considering subsets of size 3 and 4 until we have examined all possible
combinations.

For each subset, we analyze the CFs that can be generated by performing mi-
nor changes to the input data, such as removing or adding a specific movie. These
CFs provide insights into how the recommendation system might have behaved
differently if certain movies were not part of the user’s interaction history.

By conducting this analysis for all possible subsets, we can explore the rela-
tionships between the user’s interactions and the recommended movies. This
process helps in identifying patterns, determining which subsets of interacted
movies contribute significantly to the recommendations, and generating mean-
ingful explanations based on counterfactual arguments.

Overall, the brute-force experiment involves systematically examining all pos-
sible subsets of the interacted itemset for a particular user. This analysis provides
valuable insights into the relationships between user interactions and the result-
ing recommendations, aiding in the generation of relevant and informative coun-
terfactual explanations. Please refer below tables from Table A.1 to Table A.20 .
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Size_of K| Total CFs |12 34| 5|6 |7 |89
k1 78 0/0|0]2]12 21|28 |11 |4
k2 32 0/|0(0|0| 1|5 ]13|9 |4
k3 31 0/|0(0|0| 1|5 ]12]|9 |4
k4 31 0/|0(0|0| 1|5 ]12]|9 |4
k5 31 0/|0(0|0| 1|5 ]12]| 9 |4
k6 31 0/|0(0|0| 1|5 ]12]| 9 |4
k7 31 0|0(0|0| 1|5 ]12]|9 |4
k8 31 0|0(0|0| 1|5 ]12]|9 |4
k9 31 0/|0(0|0| 1|5 ]12]| 9 |4
k10 31 0/|0(0|0| 1|5 ]12]| 9 |4
k11 31 0/|0(0|0| 1|5 ]12]| 9 |4
k12 31 0/0|0|0O| 1|5 ]12|9 |4
k13 31 0|0(0|0| 1|5 ]12]|9 |4
k14 31 0/|0(0|0| 1|5 ]12]|9 |4
k15 31 0/|0(0|0| 1|5 ]12]| 9 |4
k16 31 0/|0(0|0| 1|5 ]12]| 9 |4
k17 31 0/0|0|0O] 1|5 ]12|9 |4
k18 31 0|0(0|0| 1|5 ]12]|9 |4
k19 31 0/|0(0|0| 1|5 ]12]|9 |4
k20 31 0/|0(0|0| 1|5 ]12]| 9 |4

Table A.1: Table for Item Position 1
Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819

k1 975 10 | 45 | 120 | 208 | 241 | 194 | 104 | 43 | 10

k2 31 0(0] O 0 1 5 12 1 9 | 4

k3 31 0(0] O 0 1 5 12 | 9| 4

k4 31 00| O 0 1 5 12 | 9| 4

k5 30 0(0] O 0 1 5 11 | 9 | 4

k6 30 0(0] O 0 1 5 11 | 9 | 4

k7 30 0(0] O 0 1 5 11 | 9 | 4

k8 30 0(0] O 0 1 5 11 | 9 | 4

k9 30 0O(0] O 0 1 5 11 19 | 4

k10 30 00| O 0 1 5 11 19 | 4

k11 30 0(0] O 0 1 5 11 |9 | 4

k12 30 0(0] O 0 1 5 11 | 9 | 4

k13 30 0(0] O 0 1 5 11 |9 | 4

k14 30 00| O 0 1 5 11 19 | 4

k15 30 00| O 0 1 5 11 |9 | 4

k16 30 0(0] O 0 1 5 11 | 9 | 4

k17 30 0(0] O 0 1 5 11 | 9 | 4

k18 30 0(0] O 0 1 5 11 | 9 | 4

k19 30 0(0] O 0 1 5 11 | 9 | 4

k20 30 0[0] O 0 1 5 11 19 | 4

Table A.2: Table for Item Position 2

34




Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 48 00| O 0 3 9 |21 |10| 5
k4 37 010 0 0 2 7 14 | 10| 4
k5 33 0(0] O 0 1 5 13 |10 | 4
k6 33 0(0] O 0 1 5 13 |10 | 4
k7 32 00| O 0 1 5 13 19| 4
k8 32 0(0] O 0 1 5 13191 4
k9 32 00| O 0 1 5 13191 4
k10 32 0(0] O 0 1 5 13191 4
k11 32 0(0] O 0 1 5 13 19| 4
k12 32 00| O 0 1 5 13 19| 4
k13 32 0(0] O 0 1 5 13191 4
k14 31 010 0 0 1 5 12 | 9 | 4
k15 31 0(0] O 0 1 5 12 1 9 | 4
k16 31 0(0] O 0 1 5 12 |9 | 4
k17 31 00| O 0 1 5 12 19 | 4
k18 31 00| O 0 1 5 12 19 | 4
k19 31 0(0] O 0 1 5 12 1 9 | 4
k20 31 0(0] O 0 1 5 12 1 9 | 4
Table A.3: Table for Item Position 3
Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1006 10 | 45| 120 | 210 | 250 | 206 | 112 [ 44 | 9
k4 31 00| O 0 1 5 12 | 9| 4
k5 31 0(0] O 0 1 5 12 19 | 4
k6 31 0(0] O 0 1 5 12 19 | 4
k7 31 0(0] O 0 1 5 12 1 9 | 4
k8 31 0(0] O 0 1 5 12 | 9| 4
k9 31 00| O 0 1 5 12 19 | 4
k10 31 00| O 0 1 5 12 19 | 4
k11 30 0(0] O 0 1 5 11 |9 | 4
k12 30 0(0] O 0 1 5 11 | 9 | 4
k13 30 0(0] O 0 1 5 11 |9 | 4
k14 30 00| O 0 1 5 11 19 | 4
k15 30 00| O 0 1 5 11 |9 | 4
k16 30 0(0] O 0 1 5 11 | 9 | 4
k17 30 0(0] O 0 1 5 11 | 9 | 4
k18 30 0(0] O 0 1 5 11 | 9 | 4
k19 30 0(0] O 0 1 5 11 | 9 | 4
k20 30 0[0] O 0 1 5 11 19 | 4

Table A.4: Table for Item Position 4

35




Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 48 0(0] O 0 3 9 | 22 |10 | 4
k6 31 0(0] O 0 1 5 12 | 9| 4
k7 31 00| O 0 1 5 12 |9 | 4
k8 31 0(0] O 0 1 5 12 19 | 4
k9 31 00| O 0 1 5 12 1 9 | 4

k10 31 0(0] O 0 1 5 12 1 9 | 4
k11 31 0(0] O 0 1 5 12 |9 | 4
k12 31 0O/ 0| O 0 1 5 12 | 9| 4
k13 31 0(0] O 0 1 5 12 19 | 4
k14 31 010 0 0 1 5 12 | 9 | 4
k15 31 0(0] O 0 1 5 12 1 9 | 4
k16 31 0(0] O 0 1 5 12 |9 | 4
k17 31 00| O 0 1 5 12 19 | 4
k18 31 00| O 0 1 5 12 19 | 4
k19 31 0(0] O 0 1 5 12 1 9 | 4
k20 31 0(0] O 0 1 5 12 1 9 | 4
Table A.5: Table for Item Position 5

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 117 0(0] O 4 |20 |33 |3 |16]| 5
k7 73 010 0 2 11 | 20 | 24 |12 | 4
k8 57 0(0] O 1 7 |14 | 21 |10 4
k9 43 00| O 0 3 9 17 |10 | 4

k10 37 0O/ 0| O 0 2 7 |14 |10 | 4
k11 33 0(0] O 0 1 5 13 |10 | 4
k12 33 0(0] O 0 1 5 13 |10 | 4
k13 33 0(0] O 0 1 5 13 |10 | 4
k14 33 0O(0] O 0 1 5 13 |10 | 4
k15 32 00| O 0 1 5 13 19| 4
k16 32 0(0] O 0 1 5 13191 4
k17 32 0(0] O 0 1 5 13191 4
k18 32 0(0] O 0 1 5 13 19| 4
k19 32 00| O 0 1 5 1319 | 4
k20 32 0[0] O 0 1 5 13 19| 4

Table A.6: Table for Item Position 6
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 996 10 | 45 | 120 | 208 | 245 | 200 | 115 | 43 | 10
k7 111 00| O 3 17 | 30 | 37 |19 | 5
k8 43 0(0] O 0 2 7 [ 20 |10 4
k9 35 00| O 0 1 5 15 |10 | 4
k10 32 0(0] O 0 1 5 13191 4
k11 31 0(0] O 0 1 5 12 |9 | 4
k12 31 0O/ 0| O 0 1 5 12 | 9| 4
k13 31 0(0] O 0 1 5 12 19 | 4
k14 31 010 0 0 1 5 12 | 9 | 4
k15 31 0(0] O 0 1 5 12 1 9 | 4
k16 31 0(0] O 0 1 5 12 |9 | 4
k17 31 00| O 0 1 5 12 19 | 4
k18 31 00| O 0 1 5 12 19 | 4
k19 31 0(0] O 0 1 5 12 1 9 | 4
k20 31 0(0] O 0 1 5 12 1 9 | 4
Table A.7: Table for Item Position 7
Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1021 10 | 45| 120 | 210 | 252 | 210 | 119 | 45 | 10
k2 1021 10 | 45| 120 | 210 | 252 | 210 | 119 | 45 | 10
k3 1021 10 | 45| 120 | 210 | 252 | 210 | 119 | 45 | 10
k4 1016 10 | 45| 120 | 210 | 251 [ 208 | 118 | 44 | 10
k5 1004 10 | 45 | 120 | 210 | 250 [ 206 | 109 | 44 | 10
k6 965 10| 45| 120 [ 208 | 241 | 194 | 98 [40 | 9
k7 912 10| 45| 120 | 205 | 228 | 174 | 88 [ 33| 9
k8 30 0(0] O 0 1 5 11 | 9 | 4
k9 30 0O(0] O 0 1 5 11 19 | 4
k10 30 00| O 0 1 5 11 19 | 4
k11 30 0(0] O 0 1 5 11 |9 | 4
k12 30 0(0] O 0 1 5 11 | 9 | 4
k13 30 0(0] O 0 1 5 11 |9 | 4
k14 30 00| O 0 1 5 11 19 | 4
k15 30 00| O 0 1 5 11 |9 | 4
k16 29 0(0] O 0 1 5 10 | 9| 4
k17 29 0(0] O 0 1 5 10 | 9| 4
k18 29 0(0] O 0 1 5 10 | 9 | 4
k19 29 00| O 0 1 5 10 19 | 4
k20 29 0[0] O 0 1 5 10 | 9| 4

Table A.8: Table for Item Position 8
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k8 1021 10 | 45| 120 | 210 | 252 [ 210 | 119 | 45 | 10
k9 113 00| O 3 17 | 32 | 38 |17 | 6
k10 59 0(0] O 0 6 15124 |9 |5
k11 36 0(0] O 0 2 7 1141|194
k12 36 0O/ 0| O 0 2 7 (14|19 | 4
k13 32 0(0] O 0 1 5 13191 4
k14 32 0(0] O 0 1 5 13 19| 4
k15 32 0(0] O 0 1 5 13 19| 4
k16 32 0(0] O 0 1 5 13 19| 4
k17 32 00| O 0 1 5 13 19| 4
k18 32 00| O 0 1 5 13191 4
k19 32 0(0] O 0 1 5 13 19| 4
k20 32 0(0] O 0 1 5 13 19| 4
Table A.9: Table for Item Position 9
Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k8 1021 10 | 45| 120 | 210 | 252 | 210 | 119 | 45 | 10
k9 1005 10 | 45| 120 | 210 | 251 [ 206 | 113 |41 | 9
k10 151 0|0 1 9 |30 | 46 | 41 |19 | 5
k11 110 0] 0| O 4 |20 | 33|34 14| 5
k12 43 0(0] O 0 3 9 17 |10 | 4
k13 41 0(0] O 0 3 9 15 |10 | 4
k14 37 00| O 0 2 7 |14 |10 | 4
k15 37 0] 0| O 0 2 7 |14 |10 4
k16 33 0(0] O 0 1 5 13 |10 | 4
k17 33 0(0] O 0 1 5 13 |10 | 4
k18 33 0(0] O 0 1 5 13 |10 | 4
k19 33 00| O 0 1 5 13 |10 | 4
k20 33 0[0] O 0 1 5 13 |10 | 4

Table A.10: Table for Item Position 10
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1021 10 | 45| 120 | 210 | 252 [ 210 | 119 | 45 | 10
k3 1021 10 | 45 | 120 | 210 | 252 | 210 | 119 | 45 | 10
k4 1021 10 | 45 | 120 | 210 | 252 | 210 | 119 | 45 | 10
k5 1020 10 | 45| 120 | 210 | 252 | 210 | 119 | 44 | 10
k6 1016 10 | 45| 120 | 210 | 251 | 208 | 118 | 44 | 10
k7 1010 10 | 45| 120 | 210 | 250 [ 206 | 115 | 44 | 10
k8 994 10 | 45| 120 | 209 | 246 | 201 | 109 | 44 | 10
k9 961 10 | 45| 120 | 207 | 238 | 189 | 103 [ 40 | 9

k10 906 10 145|119 | 201 | 224|171 | 92 | 35| 9
k11 34 0(0] O 0 1 5 15|19 | 4
k12 31 0O/ 0| O 0 1 5 12 | 9| 4
k13 31 0(0] O 0 1 5 12 19 | 4
k14 31 010 0 0 1 5 12 | 9 | 4
k15 31 0(0] O 0 1 5 12 1 9 | 4
k16 31 0(0] O 0 1 5 12 |9 | 4
k17 31 00| O 0 1 5 12 19 | 4
k18 31 00| O 0 1 5 12 19 | 4
k19 31 0(0] O 0 1 5 12 1 9 | 4
k20 31 0(0] O 0 1 5 12 1 9 | 4
Table A.11: Table for Item Position 11

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1020 10 | 45 | 120 | 210 | 252 | 210 | 118 | 45 | 10
k8 1014 10 | 45| 120 | 210 | 251 | 208 | 116 | 44 | 10
k9 1002 10 | 45| 120 | 210 | 249 [ 204 | 110 | 44 | 10
k10 988 10 | 45| 120 | 210 | 246 | 198 | 106 | 44 | 9

k11 940 10| 45| 120 | 206 | 233 | 182 | 95 (40| 9
k12 31 0(0] O 0 1 5 12 19 | 4
k13 31 0(0] O 0 1 5 12 | 9| 4
k14 31 00| O 0 1 5 12 19 | 4
k15 31 00| O 0 1 5 12 19 | 4
k16 31 0(0] O 0 1 5 12 19 | 4
k17 31 0(0] O 0 1 5 12 1 9 | 4
k18 31 0(0] O 0 1 5 12 1 9 | 4
k19 31 00| O 0 1 5 12 19 | 4
k20 31 0[0] O 0 1 5 12 19 | 4

Table A.12: Table for Item Position 12
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10

k10 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k11 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1011 10 | 45| 120 | 210 | 250 [ 206 | 116 | 44 | 10
k13 32 0(0] O 0 1 5 13191 4
k14 32 0(0] O 0 1 5 13 19| 4
k15 32 0(0] O 0 1 5 13 19| 4
k16 31 0(0] O 0 1 5 12 |9 | 4
k17 31 00| O 0 1 5 12 19 | 4
k18 31 00| O 0 1 5 12 19 | 4
k19 31 0(0] O 0 1 5 12 1 9 | 4
k20 31 0(0] O 0 1 5 12 1 9 | 4
Table A.13: Table for Item Position 13

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10

k10 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k11 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k14 43 00| O 0 3 9 17 |10 | 4
k15 37 0] 0| O 0 2 7 |14 |10 4
k16 37 010 0 0 2 7 14 |10 | 4
k17 37 010 0 0 2 7 14 |10 | 4
k18 37 010 0 0 2 7 14 | 10| 4
k19 37 0(0] O 0 2 7 | 14 |10 4
k20 33 0[0] O 0 1 5 13 |10 | 4

Table A.14: Table for Item Position 14
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10

k10 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k11 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k14 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k15 97 00 1 6 16 | 23 | 33 |13 | 5
k16 59 0(0] O 1 7 |14 | 21 [11| 5
k17 43 00| O 0 3 9 17 |10 | 4
k18 43 00| O 0 3 9 17 |10 | 4
k19 43 0(0] O 0 3 9 17 |10 | 4
k20 40 0(0] O 0 3 9 15|19 | 4
Table A.15: Table for Item Position 15

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10

k10 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k11 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k14 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k15 1013 10 | 45| 120 | 210 | 252 [ 210 | 112 | 44 | 10
k16 93 0|0 1 7 |18 | 25| 24 (14| 4
k17 51 010 0 1 6 12 | 18 |10 | 4
k18 41 0(0] O 0 3 9 15 |10 | 4
k19 40 00| O 0 3 9 1519 | 4
k20 36 0[0] O 0 2 7 (14|19 | 4

Table A.16: Table for Item Position 16

41




Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k10 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k11 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k14 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k15 989 10 | 45 | 119 | 205|243 | 201 | 114 |43 | 9
k16 967 10| 45| 119 {203 | 237 | 194 | 111 |39 | 9
k17 42 00| O 0 3 9 17 | 9 | 4
k18 37 00| O 0 2 7 1159 | 4
k19 33 0(0] O 0 1 5 14 | 9 | 4
k20 33 0(0] O 0 1 5 14 | 9 | 4

Table A.17: Table for Item Position 17

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k10 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k11 1021 10 | 45 | 120 | 210 | 252 | 210 | 119 | 45 | 10
k12 1021 10 | 45 | 120 | 210 | 252 | 210 | 119 | 45 | 10
k13 1017 10 | 45| 120 | 210 | 251 | 208 | 118 | 45 | 10
k14 1016 10 | 45| 120 | 210 | 251 [ 208 | 117 | 45 | 10
k15 1004 10 | 45| 120 | 209 | 247 [ 203 | 115 | 45 | 10
k16 1004 10 | 45 | 120 | 209 | 247 | 203 | 115 | 45 | 10
k17 1003 10 | 45 | 120 | 209 | 247 | 203 | 115 | 44 | 10
k18 42 0(0] O 0 2 7 12019 | 4
k19 40 0(0] O 0 2 7 | 18|19 | 4
k20 40 0[0] O 0 2 7 | 18|19 | 4

Table A.18: Table for Item Position 18
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Size_of K| TotaCFs | 1 | 2 3 4 5 6 7 8 19
k1 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k2 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k3 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k5 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k6 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10

k10 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k11 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k14 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k15 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k16 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k17 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k18 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k19 512 119 |3 |8 |126(126| 8 |[36| 9
k20 489 119 |3 |8 |123(120| 76 |31 | 9
Table A.19: Table for Item Position 19

Size_of K| Total CFs | 1 | 2 | 3 4 5 6 7 | 819
k1 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k2 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k3 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k4 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k5 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
ké 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k7 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k8 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k9 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k10 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10

k11 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k12 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k13 1022 10 | 45| 120 | 210 | 252 | 210 | 120 | 45 | 10
k14 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k15 1022 10 | 45| 120 | 210 | 252 [ 210 | 120 | 45 | 10
k16 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k17 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k18 1022 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10
k19 667 9 36| 84 (130|148 |129| 86 | 36| 9
k20 122 0] 0| O 2 17 | 34 | 43 |20 | 6

Table A.20: Table for Item Position 20

43
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