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Abstract

In this work, we propose a combined approach to two image processing problems:
Image Inpainting and Image Super-Resolution(SR). A number of efficient tech-
niques have been developed for solving these two problems using deep learning,
separately. Researchers have developed hierarchical approaches to solve these
problems, first in-paint and then super-resolve but there is not much advancement
for solving them simultaneously. There are many applications where both in-
painting and super-resolution are desired simultaneously like digital reconstruc-

tion of invaluable artwork in heritage sites, immersive walk-through systems etc.

We present a supervised learning based approach for simultaneous blind inpaint-
ing and super-resolution using Deep Convolutional Neural Network. Network
learns mapping between corrupted image patches and true image patches as well
as mapping from low resolution features to high resolution features. Trained deep
convolutional neural network accepts corrupted low resolution (LR) image as in-
put and outputs a clean high resolution (HR) image. Our network is capable of re-
moving complex patterns from an image and providing higher resolution. How-

ever, our focus is limited to simultaneous scratch inpainting and super-resolution.
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CHAPTER 1

Introduction

Images get corrupted by random scratches during image acquisition process as
the old photographs may get damaged due to cracks. The objective of inpainting
algorithms is to recover the original image from noisy observation or to modify an
image in a form which is visually pleasing. Missing regions in the image is filled
with the help of the inpainting techniques. While image inpainting tries to solve
problem of image degradation, image super-resolution is applied to attain an up
sampled version of image that enhances image details. Image super-resolution is

an algorithmic approach to increase spatial resolution of image.

Although numerous techniques are available for inpainting and SR, methods based
on deep learning have achieved better results in both these areas recently and
therefore demands more attention. In creating an immersive walk through sys-
tems or digital reconstruction of invaluable artwork, primary steps are to inpaint
cracks in the damaged region and obtain high resolution. Also, in old damaged
photographs, inpainting is useful to recover missing details and SR can be applied
for better visual experience. This demands the requirement of simultaneous in-

painting and SR.

In this work we present a novel approach for inpainting and super-resolution si-
multaneously using Convolution Neural Network(CNN). The proposed method
is capable of removing random scratches from the images and at the same time
provides higher resolution, i.e. we are able to inpaint blindly at higher resolu-
tion. We have used a convolutional neural network as used in [3],[4]. It learns an
end to end mapping between corrupted low resolution images and correspond-
ing true high resolution images with little pre-processing. This reduces compu-
tational complexity and also do not require any prior information about missing

region.



1.1 Image Inpainting

Image inpainting is a process to modify an image in a non-detectable form [5].
The aim of inpainting algorithms is to recover missing information in an image
(cracks in the old photographs, spots on an image) such that the resultant image is
visually plausible. It also includes addition or removal of objects from an image.
The missing regions can be filled with the help of the information available in rest
of the image. An inpainting technique is not perfect as the information filled is not
true, it makes an image complete and visually pleasing. The inpainting problem
can be formulated as, given a degraded image and a region inside it which is
unknown to us, our task is to fill the missing region. One solution is to modify the
pixel values inside the missing region based on the information available outside

the region.

Image Inpainting is used in many applications like restoration of images from
scratches and superimposed text, removal of objects, providing special effects to
images and videos. Inpainting problem can be formulated mathematically and
it is an inverse ill posed problem. Priority constraints need to be defined for the
solution. Various approaches developed to address the inpainting problem are
based on differential equation, patch based, sparsity based, learning based, etc.
However, we observed that it is not yet solved accurately. Hence, there exists
a scope of exploration in this field. Inpainting can be categorized as non-blind
and blind. In non-blind inpainting, the missing region is known in advance to us
and an image mask is provided to inpainting algorithm which gives information
about the missing pixels, whereas blind inpainting includes automatic detection

and correction of damaged region.

1.2 Image Super-resolution

High quality images or videos are desired in most of the imaging applications. Im-
age super-resolution (SR) refers to high spatial resolution or higher pixel density
of an image. Increased resolution is desired for improvement of pictorial infor-
mation for human interpretation. Higher the resolution, better the image detail.
Image resolution can be classified into different categories like spatial resolution,
temporal resolution, spectral resolution. In this work, we focus on spatial resolu-
tion enhancement which is related to pixel density. Spatial resolution refers to the

number of pixels required to form a digital image and is measured in pixel per



unit area.

Image super-resolution is very critical in many practical areas like medical imag-
ing, satellite imaging, surveillance etc. Nowadays, HDTVs are popular due to
better perpetual quality of video in which image super-resolution is necessary.
Super-resolution techniques can also be applied for text enhancement, optical
character recognition etc. Development of imaging systems which can capture
high spatial resolution images is very expensive. However, high resolution is
necessary in certain applications. Therefore, development of super-resolution al-
gorithms is needed to solve this problem. The objective of super-resolution algo-

rithms is to reproduce details at higher resolution.

Image super-resolution techniques can be divided into 2 categories, viz. single

frame SR and multi-frame SR.

1.2.1 Single Frame SR

Single frame SR attempts to obtain super-resolution using a single observation
of low resolution image. Since available amount of information about scene is
less, that makes the problem harder compared to multi frame SR. Exemplar based
SR is one such approach in which image patches (examples) are used to obtain
super-resolution. Single frame SR approaches super-resolve an image without

introducing blur [6].

1.2.2 Multi Frame SR

Multi frame SR is an attempt to generate high resolution(HR) image from mul-
tiple low resolution(LR) images of the same scene at sub-pixel alignment. If the
observed LR images are at integer pixel shift, then it represents the same infor-
mation and SR is not possible. But, if enough low resolution images are available
at sub-pixel shift,then it is possible to recover the high resolution image. Block

schematic for multi frame SR is shown in Figure 1.1

1.3 Deep Learning

Deep learning refers to the set of machine learning techniques which provides
solution to many problems in image processing and computer vision. Neural net-
work is used as a deep learning architecture. A deep neural network is a set of

stacked layers of artificial neurons. One can learn the parameters of an artificial
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Figure 1.1: Multi frame SR [1]

neural network by training using millions of training examples(in our case images
or image patches). Each layer progressively keeps learning low to high level fea-
tures of the images or image patches, thus learning different levels of abstraction.

It learns feature representation of data.

There are three types of leaning algorithms, viz. supervised, semi-supervised and
unsupervised. In supervised learning algorithm, hidden layer representations are
learned with labeled data, i.e. input and output labels are available at the time of
training. In unsupervised learning, network is trained with input data having un-
labeled responses. Semi-supervised learning is a combination af supervised and
unsupervised learning. At the time of training it makes use of a large amount of
unlabeled data with a small amount of labeled data.

Some of the common deep neural network architectures are Multilayer Percep-
tron (MLP), Autoencoder, Restricted Boltzmann Machine(RBM), Convolutional
Neural Network(CNN), Autoencoder, Deep Belief Network(DBN) etc [7].

1.4 Motivation

Inpainting and super-resolution have numerous applications individually and
researchers are working on to achieve better results in these areas. Though re-
searchers have approached inpainting and super-resolution in a sequential man-
ner, there is not much progress if these areas are combined. There are many ap-
plications where performing inpainting and super-resolution simultaneously is
helpful, like digital reconstruction of invaluable artwork, immersive walkthrough
systems etc. After doing literature survey, we observed that there is not very sig-

nificant research done in this direction and there is scope of improvement.



One such issue is finding good models which can handle linear as well as non-
linear relationship between input and output. Recent research suggests that non-
linear, deep models can give superior results in terms of both speed and accuracy.

This is achievable by introducing the concept of deep neural network for learning.

Most of the algorithms developed till now require information about the inpaint-
ing region to be given a priori. By training a network for blind inpainting, one
can automatically remove complex pattern from the images without any separate

processing to detect corrupted regions.

1.5 Problem Definition

Given a low resolution image with scratches, develop an algorithm for simulta-
neous blind inpainting and super-resolution. Using a set of corrupted low resolu-
tion(LR) and high resolution(HR) training images, train a deep neural network to
learn mapping from corrupted LR to true HR image and perform super-resolution

and inpainitng simultaneously on the given low resolution image.

1.6 Organization of the Thesis

Rest of the thesis is organized as follows. Chapter 2 describes the related work
in the areas of inpainting and super-resolution. Chapter 3 describes simultaneous
inpainting and super-resolution using stacked denoising autoencoder. In chapter
4, method for simultaneous inpainting and super-resolution is described, which
uses deep convolutional neural network. Chapter 5 contains results and their

quantitative analysis. Chapter 6 concludes the thesis.



CHAPTER 2

Literature Survey

In the literature survey, we have included some of the previous techniques imple-
mented for inpainting and super-resolution which we have referred to solve our

problem.

The term digital image inpainting was first introduced by Bertalmio in [5]. Ear-
lier, image denoising (removal of additive noise, salt and pepper noise) was used
in image enhancement applications. In denoising problem, a pixel contains in-
formation in addition to small amount of noise. While in inpainting, the pixel
information is missing. To address such type of problem, inpainting algorithms

were developed.

Image completion techniques are majorly divided in four categories. These com-
prises of diffusion based methods, exemplar based methods, sparsity based meth-
ods and learning based methods. Diffusion based methods are based on prop-
agating information using isotopes lines arriving at boundary of the missing re-
gion.The information is smoothly propagated from exterior to interior of the miss-
ing region based on solution of partial differential equations(PDE) [5],[8]. The dis-

advantage with these methods is that they fail to reproduce large textured region.

Second category is exemplar based inpainting. Criminisi et al. in [9] presented a
technique for region filling and object removal by exemplar based inpainting. Us-
ing this algorithm both texture and structure are propagated in the missing area.
The algorithm is based on patch based filling approach. The best matching patch
(example) is found from known region and copied to the unknown region. Thus
propagating the information. Although, the technique is superior than previously
developed approaches in terms of both visual quality and computation efficiency,
the limitation is that it fails to obtain reasonable results when similar patches are

not found.



Third category is sparsity based inpainting [10, 11]. In this technique, images are
represented using a sparse basis (wavelet, DCT etc). Both known and unknown
part of the image are assumed to share same sparse representation. This key idea
is utilized to recover unknown part of the image using sparse basis. Zongben
and Jian have successfully implemented image inpainting using a combination of
exemplar based technique and image sparse representation [12]. Idea is that the
missing example can be represented with a sparse linear combination of available

example.

All the three inpainting techniques discussed above fall under non-blind cate-
gory. In this case inpainting region should be known in advance, otherwise the
algorithm fails. To overcome this drawback, learning based approaches are used
which are blind. One such approach is proposed in [2] in which the author uses
a 2 layer stacked denoising autoencoder which takes noisy image as an input and
outputs a clean image. This is done after training using noisy and corresponding
clean images. Kohler et al. in [13] presented an inpainting approach using multi
layer perceptron. In their work they have used an image mask in addition to the
input noisy image. Third approach corresponds to that of using convolutional
neural network similar to our approach [14]. Here, a three layered convolution
neural network is used to learn an end to end mapping between a damaged or
noisy image and true image. Although all these approaches perform blind in-
painting, they can not be applied for the purpose of super-resolution.

While image inpainting recovers information from a degraded image, image super-
resolution enhances image details. Image SR has active area of research for the
past two decades. A large number of techniques have been developed from fre-
quency domain approach to spatial domain approach and from signal process-
ing to machine learning perspective. Firstly, Tsai and Huang in 1984 proposed a
frequency domain approach for multi frame image SR [15]. In this approach, ob-
served LR images are transformed into Discrete Fourier Transform (DFT) domain
and combined according to the relationship between aliased DCT of observed LR
images and corresponding HR images. This combined data is then transformed
back in spatial domain. The new resultant magnified image in spatial domain has
the higher spatial resolution than the observed LR images.

Although, frequency domain approaches are less complicated but they are re-
stricted to image observation model, so it can not handle enumerate problems.

Therefore, spatial domain SR approaches are applied. Some of the spatial domain



methods for image magnification are interpolation based, iterative back projec-
tion, classical multi-image SR, exemplar based SR, sparse coding etc. [16, 17].
Interpolation methods can be used to increase pixel density of an image. But, in
these methods image quality is lost because high frequency details are not pre-
served. Widely used interpolation techniques are bicubic, bilinear, nearest neigh-

bor etc.

One of the spatial domain approaches for single image SR was presented by Yang
et al. in [17] using low resolution and high resolution dictionaries. The basic idea
is that low resolution and high resolution image pairs share same sparse represen-
tation. In this case, we have single image as input and a set of low resolution and
high resolution patch pair dictionaries. Our objective is to find the high resolution
image using these dictionaries. It is one of the most widely used learning based
method which modeled the SR problem as a sparse representation problem. Re-

cently learning based methods have shown promising results for image SR.

Another category of learning based methods uses a trained deep neural network
to perform SR. A deep neural network learns a nonlinear mapping from low res-
olution patches to their corresponding high resolution counterpart. Zhou et al. in
[18] trained a deep belief network(DBN) to solve the problem of SR. A DBN is a
stacked architecture of multiple RBMs. They used a set of LR and HR images for
training. Slightly different from this approach, Nakashika and Ariki proposed a
novel technique of SR using DBN [19]. Here, the network is trained with a set of
HR images.

Chao Dong et al. [3, 4] introduced the concept of convolutional neural network
for SR. In their work, they used a three layer convolutional network that learns
the mapping between LR and HR images. They trained the network using bicu-
bic interpolated LR patches as input and original HR patches as output extracted
from a large number of images.Their approach showed promisingly good results
in terms of speed and accuracy. Motivated from this approach, we have used con-
volutionl neural network in our work to perform simultaneous inpainting and
SR.

After studying the works in the area of inpainting and super-resolution, the need
of simultaneous inpainting and super-resolution was observed. Till date, signif-
icant amount of work is not available in this area. One of the recent work by

Meur et al. gives a hierarchical approach for inpainting and SR[20]. The idea is



to apply inpainting algorithm at coarser resolution and then apply SR algorithms
to obtain higher resolution. They have used a combination of exemplar based
inpainting and single image SR method. The obtained results were comparable
with the existing inpainting and super-resolution techniques but with increased
system complexity and time complexity, since two separate methods are applied

one by one to get the desired result.

Recently Padalkar et al. performed simultaneous inpainting and super-resolution
using self learned dictionaries [21]. The LR and HR dictionaries are created with
known region in the test image and its corresponding LR image. However, their
approach do not exploit the global characteristics of inpainting regions, since only
corrupted LR image is used in performing inpainting and SR. Moreover, the ap-

proach is non blind.



CHAPTER 3
Simultaneous Inpainting and SR Using Stacked

Sparse Denoising Autoencoder

3.1 Autoecncoder

An auto-encoder neural network is an unsupervised learning architecture that
utilizes back propagation, setting the target values to be equal to the inputs. It
learns the identity function, which is the basic property of an auto-encoder. It
represents an architecture for automatic feature learning from unlabeled data. In
our work we are using an autoencoder from a different perspective. We train an
autoencoder in a supervised manner in which input and output both are available
for training. Here input and output both are different but have same dimensions
(in our case input is a set of noisy patches and output is set a of clean patches). The
network is trained in such a way that it maps input to the output by minimizing
error. Note that an autoencoder can also be used for learning, where the hidden
layer learns features which are useful in different applications. Figure 3.1 shows

an autoencoder with one hidden layer.

Figure 3.1: Autoencoder
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3.2 Stacked Sparse Denoising Autoencoder (SSDA)

A series of more than one cascaded autoencoders are called stacked denoising au-
toencoder in which the hidden layers features are sparse. Training of SSDA is a
greedy learning, as network is first trained layer by layer and then whole network
is fine-tuned. If we apply a sparsity constraint on the hidden units, then out of a
large number of hidden units most of the hidden units have zero activation and
autoencoder is called sparse autoencoder. Under this constraint autoencoder can
learn interesting features. Architecture of the stacked denoising auto encoder is
shown in figure 3.1. Here W, W, represents weight matrices and h,,;(x) is net-
work output for input x. An autoencoder is a combination of encoder and decoder
therefor weight matrix at layer one is transpose of weight matrix at last layer as

shown in figure 3.2.

——

w, W,

WZ — h(w,bj(x)

0
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Figure 3.2: Stacked sparse denoising autoencoder [2]

Most of the Inpainting problems can be treated as de-noising problems. Su-
perimposed text or scratches can be modeled as some kind of noise in image. For
inpainting purpose the network is trained in a supervised manner in which both

the input and output are available for training.

Here, the image Inpainting problem can be formulated as follows. Assume that
the scratches on the image represent noise, so the observed noisy image and the

original clean image are related by

x=1n(y), (3.1)

11



where 7 is the image corruption process that corrupts the clean image y to give

x. The cost function for obtaining the clean image cab be written as becomes

f = argming| f(x) —yl* . (32)

Now our objective is to find a function f that appropriately reverse the corruption
process. In general, network model for inpainting and de-noising problems are
dependent on the nature of corruption process 7. Researchers have shown results
for inpainting a specific kind of structures. For example, the corruption can be
Gaussian noise, salt and pepper noise, superimposed text etc. But, in this work
we remove scratches from images which do not follow any structure or specific

pattern. Since these scratches are random in nature, the task is more challenging.

Let y(), x()) represent for clean and noisy patches/data having N number of pixels
in each vector, then the activations of hidden unit and output units for a single

input vector in the autoencoder are given by

h(xDy = o(WxD +b) and (3.3)
70 = F(xD) = c(W'R(xD) + 1) , (3.4)

where, h(x;) is hidden layer activation, (i) is the network output, ¢ is the nonlin-

%. From this the system
1+exp! ™=

cost function for m training examples can can be given as

ear sigmoid activation function, given as o (x) =

1 m
= L9 =) 5

Here m represents the number of patches/data vectors in the training set. To
combine sparse coding and avoid over fitting we train a de-noising autoencoder
DA to minimize the reconstruction loss regularized by sparsity parameter. The

overall cost function is given as,

A
Jsparse(W, b) = J(W, b) + BKL(gjl|p) + §(||W||2 +IW?) (3.6)

12



Here, p is the sparsity parameter, § controls the weight of sparsity term, A is the
regularization parameter or weight decay parameter, which decrease weights to
avoid over fitting. KL(g;||p) is called Kullback-Leibler divergence. It is a measure
of difference between two Bernouli distributions with mean p and g;. @; is the
average activation of the hidden unit j KL divergence term is given as,

. 1-—
KL(gjllp) = plog & + (1~ p)log 7
]

~ .

Pj

Our goal is to minimize the overall cost function given in equation 3.6.

After training the first Auto-encoder, hidden layer activations of the trained auto
encoder are used for training the second layer. The original noisy training data is
passed through the hidden layer and the nonlinear output is used as noisy train-
ing data for the next layer. Similarly original clean training data is passed through
the hidden layer and the output is used as clean training data for the next layer.
Here we have experimented with two stacked de-noising autoencoders. Thus the
network has one input layer, 3 hidden layers and one output layer. For training,
after a forward pass, the whole network is fine-tuned using back propagation al-

gorithm in order to minimize the final objective function.

3.3 Forward Pass

Input Layer 1( ;)

Figure 3.3: Artificial Neural Network

The architecture of a three layer artificial neural network is shown in Figure
3.3. In this network +1 denotes the bias unit and a,(cl ) denotes the activation of
unit k in layer I. Wj; is the weight parameter associated with unit k in layer 1 and
unitj in the layer / + 1. For the network, the hidden layer activations and the final

13



network output can be calculated as,

hw ) = o(Whal® + Whal) +by) . (3.8)

3.4 Backpropagation

Backpropagation is widely used algorithm for training of various neural network
architectures. While training a neural network, firstly a cost function is calculated.

A generalized cost function is given as,

llust 1 ny l+1

(g (x) = y @) +— Z Zzwk] . (39

=

JW,b) =

1
m

I
—_

i

Notations

e | denote the number of layers and /;,5; denotes the last layer.
e kis used as subscript to denote nodes in layer /.

e jisused as subscript to denote nodes in layer I + 1.

° 5,1{ denotes the error term for ky, unit in layer I.

o f (zf{) denotes the activation of the node k in layer [ which can also be de-
noted by ay.

e Wi, denotes the weight parameter associated unit j in layer I + 1 and unit k

in layer /.

e m is the number of training examples.

For appropriate training of network, we want to minimize this cost function
with respect to W and b. All the weights and biases are first randomly initialized.

For each layer I these weights are updated using gradient descent as follows,

o

wh = wh _ 2
sW®

JW,b) ,

5
O —p) _f 2
b = b —a (WD)

14



where « is learning rate. These partial derivatives are calculated using backpropa-
gation algorithm. We give an algorithm to calculate partial derivative with respect
to a single training example, then the derivative of the overall cost function can
be computed as,

kj i=
5 m N
sy (W0) = LT, b, x, y) (311)

i=1

In backpropagation an error term (5ék)' corresponds to each node in each layer
is calculated. This gives a measure of how much that node is contributing in the
final error. This error is then backpropagated to input and weights are updated
in order to minimize the final error. At the last layer error is given by difference
between target value and network output. For hidden unit k this error can be
calculate as average sum of the the errors of the nodes to which unit k is connected.
The step by step backpropagation algorithm can be given as,

1. Perform a forword pass commputing the activation of the hidden layer and
the output layer using equation 3.7 and 3.8.

2. For each node k in the last layer, set
1 _ llast / llast
O = _(]/k_ak )-f (Zk )

3. For all the hidden layers set,

= (Y W ). (D)

k=1
4. After solving equations 3.10 and 3.11 the partial derivatives are given as,

AwayJ (W, b, x,y) = a](,l)_(glglﬂ)

Ay J(W, b, x,y) = 5;£Z+1)

15



The complete algorithm for training a stacked denoising autoencoder is given

below.

Algorithm 1: Training of Stacked Denoising Autoencoder

Input : Corrupted LR images/image patched say x(!)/ Corresponding true

HR images/image patches say y(?)

Output: Learned weights and biases (Wi, bi, Wi, bis)

1.

2.

Bi-cubic interpolate corrupted LR images to make input training set say LR

Extract millions of patched from LR’ as input and from HR as output
training data.

. Initialize a 5 layer SSDA with weights and bias parameters and set

AW =0, Ab) = 0 (Matrix of zeros) for all I, where | is the number of
layers.

. Calculate hidden layer activations and final network output using

equations 3.3 and 3.4.

. Compute the cost function ]Spmg(W, b) as a function of W and b using

equation 3.6.

. Fori=1tom,

(a) Use backpropagation to compute Ay )/ (W, b, x,y) and
Ay J(W, b, x,y).

(b) Set AW = AW + Ay J(W, b, x, 1)

(©) Set AbY) = ALY + Ay J(W, b, x,y)
Update the parameter using gradient descent

@ WO =wh —a[(LAW®) £ Aw?)]

(b) b1 =" —a[(LABD) + Ab()]

. Repeat steps 4 to 7 in order to reduce the cost function.

. With the learned weights an biases make a forward pass on the test image

to get the result using equations 3.3 and 3.4.
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3.5 Experimental Setup

We first focus our attention on inpainting grey scale images. We have first exper-
imented for removing random scratches from images. For this we have used a
stacked de-noising auto encoder and trained the network with input as scratched
patches and output as clean patches. Such 100000 patches of size 7x7 are used
for training. We have created our own data set for this experiment by creating
random scratches on images. 10 standard natural images of size 128x128 are used
from dataset used in [3]. We attempted training of 5 layer network with number
of nodes in each layer respectively as [49,245, 245, 245, 49], but due to computa-

tional limitations we could get results for single layer autoencoder only.

Next, we extend the above experiment for problem of simultaneous inpainting
and SR. Here, the dataset consists of scratched LR images and corresponding true
HR image. Same specifications are used as above to create the dataset as well as

for network training.

In both the experiments following parameters were set.
1. Weight decay parameter A = 0.0001.

2. Weight of sparsity penalty term g = 3.

3. Desired average activation of the hidden unit p = 0.01.

4. Hidden size equal to a constant factor times input size. Here we have used
that factor = 5. Hence the hidden layer has 245 units.

5. Number of iterations m=1000.

Training as well as testing is carried out in MATLAB 2013b.

3.6 Results and Analysis

In this section we present few results for both the experiments i.e, results of in-
painting and the results of simultaneous inpainting and SR using SSDA. For quan-
titative analysis we compare our output with the original bicubic interpolated im-

age in terms of peak signal to noise ratio.
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Peak Signal to Noise Ratio (PSNR)

PSNR is the ratio of maximum power of the signal to power of the noise present
in the signal. PSNR is usually used to measure the quality of an image after re-
construction. It is an approximation to human perception of quality after recon-
struction. A high value of PSNR indicate that signal strength is strong compare
to noise and hence quality is better. Therefore, it is used as a measure to compare

two images.

To find PSNR, we have to first find difference between two images say A and B of
size m x n, which is given by Mean of Square Error (MSE) i.e,

1 m—1

n—1
i=0 j=0

The PSNR is then defined as,

MAXZ)
MSE 7 °

Here M AX is the maximum intensity value of an image.

PSNR = 10logy, (

Blurriness and Blockiness Measures

Farias and Mitra in [22] proposed a method to calculate bulrriness and blocki-
ness of a video by calculating the blurriness and blockiness per frame. We have
calculated bluriness and blokiness by considering an image as a frame. Image
blurriness is calculated by averaging width over all strong edges in the entire im-
age. If we have K strong edge pixels in an image of size M x N, then the blurriness
is given as,

1 N M
blurriness = — W(i,j
urriness = - ;)jg (i,7)

Here, W(i, j) is width of edge at location (i, j). Width of an edge can be calculated
as the distance between two local extremes on each side of the edge.

For calculating blockiness, image is divided into blocks called sub-images and
down-sampled in the horizontal and vertical directions. The correlation between

the pixels inside and outside the boundaries of the blocks is used as a measure of
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blockiness.The correlation between two images S;, and S, is given as

1 F(sm(i,7))-Fsm(i, )

Cm,n(irj) =F |F*(5m(1,]))P(5m(1/]))| '

where F denote the Discrete Fourier Transform (DFT) of image, F —1 denotes

inverse DFT, * denotes the complex conjugate.

(a) Scratched image (b) Inpainted output (c) Original

Figure 3.4: Inpainting on Lena image

(a) Scratched image (b) Inpainted output (c) Original

Figure 3.5: Inpainting on pepper image

(a) Scratched image (b) Inpainted output (c) Original

Figure 3.6: Inpainting on flower image
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Figure 3.4 — 3.4 show the result of inpainting using single layer sparse denois-
ing autoencoder. Inpainted output is shown in (b). First two results are from
testing dataset whereas, the third image is from training dataset. From the results
we can see that scratches are not completely removed in the images shown in fig-
ure 3.4 — 3.6(c). Although the network learns inpainting, image quality degrades.
The inpainting results can be improved by using more than one layer sparse de-

noising autoencoder and using larger dataset [2].

Figure 3.7 — 3.9 show the result of simultaneous scratch inpainting and super-
resolution using single layer sparse autoencoder. Looking at the girl image in
figure 3.7 and the Monarch image in figure 3.8 we can observe that scratches dis-
appear in the inpainted and super-resolved output in figure 3.7 — 3.8(c). However
we still find artifacts in the images and can identify these scratch, present in the

test image. We observe that from the point of view of super-resolution, image

quality is not good.
(a) (b) Bicubic interpolation (c) Simultaneous (d) Original HR
Scratched of scratched LR inpainting and SR
LR girl
image

Figure 3.7: Simultaneous scratch inpainting and SR on girl image

(a) Scratched (b) Bicubic interpolation (c) Simultaneous (d) Original HR
LR Monarch of scratched LR inpainting and SR
image

Figure 3.8: Simultaneous scratch inpainting and SR on Monarch image

In figure 3.9, we display another result using Barbara image. We can see that as
complexity of pattern increases quality of reconstructed image deteriorates. Edges
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and image details are lost. From this we can conclude that the network is remov-

ing pattern but super-resolution is not achieved. Table 3.1, shows the quantitative

comparison of results with the scratched bicubic interpolated LR image and with

clean bicubic of original LR image. We can say that PSNR of our result is higher

than the PSNR for scratched bicubic LR image but it still lower when compared

to the bicubic of original LR image. Table 3.2 shows the assessment of our re-

sults in terms of blurriness and blockiness parameters. From these measurements

we can say that blurriness and blockiness artifacts are higher in our results when

compared to the bicubic interpolation of original LR.

(a)
Scratched
LR Barbara
image

(b) Bicubic interpolation

of scratched LR

(c) Simultaneous

(d) Original HR

inpainting and SR

Figure 3.9: Simultaneous scratch inpainting and SR on Barbara image

Images PSNR for | PSNR for | PSNR for
bicubic inter- | proposed ap- | bicubic inter-
polation of | proach polation of
scrached LR original LR

girl 26.12dB 29.94dB 32.67dB

monarch 20.35dB 27.27dB 32.45dB

barbara 19.71dB 22.45dB 27.99dB

Table 3.1: Comparison of PSNR
Images Blurriness Blurriness for | Blockiness Blockiness for
for bicubic of | simultaneous | for bicubic of | simultaneous
original LR inpainting original LR inpainting
and SR and SR
girl 6.4 6.51 0.0855 0.1581
Monarch 5.34 59 0.0054 0.0867
Barbara 5.89 7.81 0.2214 0.1475
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3.7 Autoencoder to Convolutional Neural Network

In the previous section we presented the results for simultaneous inpainting and
super-resolution using stacked sparse denoising autoencoder. The results shown
are for non blind approach i.e. information about the inpaining region is provided
at the time of training as well a at the time of testing, therefore objective of blind
inpainting is not achieved. Also, we can see from the results that image quality is

not preserved while performing super-resolution.

The reason for no improvement in performance is due to inability of autoencoder
to capture local correlations in image. Autoencoder is used specifically to learn
compact, data specific representation. It is not a good architecture for learning a
mapping from low resolution to high resolution features. Also while training and
autoencoder large number of parameters are required to be trained, which leads
to ver fitting. These problems can be solved using convolutional neural network,
which uses convolution operations to capture local correlations. Convolutional
neural network can learn mapping from low resolution images to high resolution
images [3]. Therefore in next chapter we used convolutional neural network for

achieving better results.
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CHAPTER 4
Simultaneous Blind Inpainting and SR Using

Convolutional Neural Network

4.1 Convolutional Neural Network (CNN)

CNN represents an artificial neural network architecture designed for classifica-
tion and visual recognition [13,14]. CNN is similar to other neural network ar-
chitectures and has learnable weights and biases but the objective of CNN is to
learn data specific filters. Earlier it was used only for classification purpose where
the output of network is binary or in case of multi-class classification problems it
can only predict class to which the object belongs to. In recent years CNN gained
popularity and is used successfully for solving reconstruction problems as well,
where it outputs an entire image [3],[4],[14]. In our work we show that CNN takes
low resolution image having scratches as input and using the learned weights and

biases, outputs an image that closely resembles to true high resolution image. Fig-

Figure 4.1: Basic CNN block diagram

ure 1. shows the architecture of a basic CNN used for classification. There are few
well defined layers in a CNN such as convolutional layer, pooling layer and fully
connected (FC) layer. Here unlike sigmoid function a rectified linear unit (ReLU)

is used for non-linear mapping. These are defined as,
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Convolution Layer

Convolution layer simply performs the operation of image convolution on the in-
put images. Here kernel is specified by weight matrix. The kernel is connected
to local region in the previous layer or input and slides over entire image. The
output of the convolution layer is given as a set of neurons which are computed

as dot product of weight matrix and local region to which they are connected.

Rectified Linear Unit (ReLU)

The output of convolution layer is nonlinearly mapped using ReLU activation
function, which is given as f(x) = max(0,x). Functioning of RelU is similar
to a rectifier, as it maps all the negative values to zero and keeps all the positive
values. There are many advantages of using ReLU over sigmoid or tanh functions.
It results in faster and efficient training of the network. ReLU also introduces
sparsity in the network as most of the hidden units are zero, which results in

effective feature learning.

Pooling Layer

In the basic CNN or CNN which are used for classification purpose, pooling layer
is used after convolution layer. This is used for feature dimensionality reduction.
Pooling layer takes a block as input from the convolutional layer, sabsample it and
produces a single output. There are various methods for performing this polling
operation such as max pooling, min pooing, average pooling etc. In most of the
CNN architectures max pooling is used in which maximum value of the block is

produced as the output.

Fully Connected Layer

Fully connected layer is used as the last layer in CNN. It specifies object class. If
size of the fully connected layer is [1 x 1 x 1], then index n specifies the number

of classes to which the object belongs.

The training of CNN leads to hierarchical feature learning i.e, low level features
to high level features. Network learns the parameter weight matrix W and bias

vector b in each layer. Functioning of different layers is a combination of linear
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filtering using convolution and nonlinear mapping using ReLU. Hidden layers

learn features which map input to output after training.

4.2 Proposed Approach for Simultaneous Blind Inpaint-
ing and SR

In this section we give problem formulation and description of CNN used. Then

we briefly give algorithm for training and testing.

Problem Formulation :

Assume that X is a corrupted low resolution image and Y is the corresponding
high resolution image. In order to make them to have same dimensions, we first
upsample X by bicubic interpolation to obtain X". Now our task is to recover im-
age Z form X' that closely resembles the ground truth image Y. We can formulate

the problem mathematically as

Z=f(X). (4.1)

To do this we train a network structure that learns the mapping function f which
minimizes the error between Y and Z. In our work we use both Y and X to learn
mapping f. Note that we have combined the problem of inpainting and super-
resolution as the mapping function f learns to remove degradation in addition to

learning the high resolution details.

4.2.1 Deep CNN Architecture for Simultaneous Blind Inpainting
and SR

Inspired from the work in [3],[4], we have also used a 3 layer convolutional neural
network for simultaneous inpainting and SR. All the three layers are convolution
layers. Pooling layer and fully connected layer are not used in reconstruction
problems because here we do not want dimensionality reduction and class scores,
as done in classification. Figure 2 shows the complete architecture of deep CNN

used in our work.

In the first step, training images are represented by a large number of sub-

images. To process an image one should represent these images in the form of
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Figure 4.2: Deep CNN architecture

predefined basis which is equivalent to convolution representation of image. Con-
volutionl layer computes the output of neurons that are connected to a local region
at the input by convolving an image using a set of filters. Each filter computes a
dot product between their weights and region they are connected at the input. In
our network we have a set of 3 cascaded convolutional layers of different sizes.

Let layer | be number of convolutional layers, the output of convolution at
layer [ is mathematically expressed as

Yl = Wl * h(l—l) + Bl ’ (42)

where B is the bias matrix, W is the weight matrix that is set of filters or feature
maps, h(;_) is activation of previous hidden layer and * is a convolution operator.
Here W is of size k1 x k1 X nj as shown in figure, where ki and n; represent the
size and number of filters, respectively at layer 1. For | = 1, hy corresponds to
the input X. To find hidden layer activation, convolved output is non-linearly

mapped by the transformation given by

F(y) = max(0,y) . (4.3)

ReLU is used in convolutional neural network for faster convergence of stochastic
gradient descent compared to sigmoid/tanh functions [18]. ReLU can be imple-
mented by thresholding matrix of activations to zero. In the final step the over-
lapped patches are averaged to get the final output image. This averaging is per-

formed at last convolutional layer output of which is given by,
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F(y) =W xF_1(y) +B; . (4.4)

Here we give an algorithm for training of our network.

Algorithm 2: Training of deep CNN

Input :Corrupted LR images say x()/ Corresponding true HR images say

()

Output: Learned weights and biases (W1, W, ...W, by, by.....b;)

1.

2.

Bi-cubic interpolate corrupted LR images to make input training set say LR’

Extract millions of sub-images from LR’ as input and from HR as output

training data.

. Initialize a 3 layer CNN with weights and bias parameters.

. Calculate hidden layer activations and final network output using equation

(4.2), (4.3) and (4.4).

. Compute the cost function

1" : :
JW,b) = — Y (s () =y )

i=1

where hw,b(x(i) is deep CNN output for input sub-image x() and m is

number of samples.

. Optimize the cost function by updating the parameters using stochastic

gradient descent and standard back-propagation.

With learned weights and biases perform a forward pass on test image

using equation (4.2), (4.3) and (4.4) to get the desired output.
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4.3 Experimental Setup

In order to test the performance of our approach we performed experiments on
natural images. Since no dataset is available for simultaneous inpainting and
super-resolution, we created our own data set using datasets used in [9]. This
dataset consists of 91 natural images which are used to make corrupt LR set X as
input and true HR set Y as output. Set 5 of [3] is used to evaluate performance
of upsampling factor 2. In order to make corrupt LR images we down-sampled
and manually corrupted true HR images using photo-shop. Note that scratches
on corrupted LR images in training data as well as scratched on testing LR images
do not follow any specific kind of pattern i.e it is random in nature. To construct
input data set, these scracthed LR images are upsampled using bicubic interpola-

tion.

4.3.1 Implementation Details

For each corrupt pattern and up-sampling factor a specific deep CNN is trained.
We trained our network for simultaneous scratch removal and super-resolution.
To train a network for a factor of 2, 90000 sub-images are extracted from input and
output training data sets. Network needs to be trained separately for different
upscaling factors. Here sub-images means large sized patches. Overlapping sub-
images are extracted from original images with a stride i.e. pixel distance of 4. By
training network with overlapping sub-images, we capture the local correlations.
The weights for filters are initialized randomly using samples from a Gaussian
distribution with zero mean and variance of 0.001. Let K; and 7; denote the size of
filter and number of filter in layer / respectively. We have used a three layer CNN
withky = 9,ky = 1ks = 5, n; = 64, ny = 32 i.e, 64 filters of size 9 x 9 is used
at layer 1, 32 filters of size 1 x 1 is used at layer 2 and single filter of size 5 x 5 is

used at the last layer. Other network parameters are chosen as,
e Learning rate for output layer a = 5 x 1073,
e Learning rate for the other layers « = 5 x 10°.
e Momentum M = 0.9.

Momentum is used for accelerating optimization and to quickly reach the lo-
cal minimum. Smaller learning rate at last layer is required for convergence [9].To
avoid border effects during training, we avoid using zero padding. Due to this

network output has smaller size when compared to input . Here we used input
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sub-image of size 22 x 22 and output sub-image has a size of 10 x 10. MSE is cal-
culated between the center 10 x 10 cropped input and output 10 x 10 subimage.
However we want that network should be applied to arbitrary images of differ-
ent size. Therefore sufficient amount of zero padding is provided during testing
which results in same output dimensions as input. We have experimented only

on luminance channel (YCbCr) for training and testing.

We used Caffe with CPU to train our network. Caffe is a deep learning library
in which network models and optimizations are defined. It was developed by
Berkeley vision and learning center. Various fuctions are built in C++ and Python.
Training can be done on Central Processing Unit (CPU) as well as Graphical Pro-
cessing Unit (GPU). All the experiments are performed on Intel i processor with
16 GB RAM. It takes 5 days to complete 10 lakhs iterations on this CPU. In Caffe

implementation is done using cuda-convnet package [3].
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CHAPTER 5

Results and Analysis

Feature learning of CNN used for reconstruction problem is similar to feature
learning of the CNN used for classification,. Filters learned in each layer show
the hierarchical nature of features in the network. In the network used, layer 1
corresponds to the edges in the images. Layer 2 corresponds to corners and other
edge/color conjuctions and layer 3 has more features capturing mesh, patterns
etc.[23]. In terms of frequency details, one can say that first layer filters are a mix
of extremely low and high frequency components with a little converge of mid
frequency components. Last layer filters are high frequency components. In this

way low to high level features are learned in the convolutional neural network.

In this chapter, we present the results of our experiment performed on natural im-
ages. Due to computational limitations we show results by training the network
for 5000000 iterations as opposed to 1,5000000 iterations performed by Dong et
al. [3]. We show comparative results using the peak signal to noise ratio(PSNR),
blurriness and blockiness [22]. To the best of our knowledge there are no existing
methods for simultaneous blind scratch inpainting and SR. We, therefore com-
pare our results with bicubically interpolated version of original LR image. Fig-
ure 5.1-5.6 show the results of simultaneous blind scratch inpainting and super-
resolution for a factor of 2 in . In each figure, (a) shows the scratched LR image,
(b) shows its bicubically interpolated version. The simultaneously inpainted and
super-resolved output using proposed approach is shown in (c). The bicubically
interpolated version of the true LR image and the original HR image are shown in
figures (d) and (e), respectively. Figures (f) and (g) shows the enlarged version

of the regions marked in figures (c) and (d), respectively.

Figure 5.1 shows the simultaneous blind inpainting and SR on boy image. From
the result in figure 5.1(c), we can clearly see that scratches are removed without
affecting the image quality. From the figures 5.1(d) and 5.1(e), we can see that
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texture near the eyes, nose and hair are better present in our result, as the result
looks similar to bicubic interpolation of true LR. This indicates that our approach
removes the scratches as well as it upsamples the image with the details being
preserved.

In order to evaluate the performance of this algorithm on a more complex image
consisting of a cluttered scene, we shown the result on the bird image in figure
5.2. Observe that in even in such a complex image containing a cluttered scene,
the scratches have been removed. At the same time the simultaneously inpainted
and super-resolved image shown in 5.1(¢) also retains various details which are

not visible in bicubically interpolated version of true LR image shown in 5.1(d).

Figure 5.3 shows simultaneous inpainting and super-resolution on the scratched
Lena image. One may note that this is a more challenging case as the image con-
tains higher number of edge features. This is because the algorithm not only needs
to maintain the connectivity of these edges but also their sharpness across the in-
painted pixels. Notice the inpainted area of the left eye. Using the proposed
approach, the inpainting is not only is seamless but also retains the edge details
inside the eye. Moreover, the various edges in the hat are clearly more sharper
than those in the bicubically interpolated version of the true LR image.Yet an-
other result for scratch inpainting and SR on an image containing cluttered objects
is shown using the pepper image in figure 5.4. From this figure we can observe

that image texture is well preserved for each object in the result of our approach.

In order to show that our trained model can distinguish between black scratches
and edges or lines present in an image we consider the Monarch image shown in
figure 5.5. From the inpainted and super-resolved output in 5.5(c), we can see that
only scratches are removed while other details that appear similar to scratches
(due to the presence of dark edges) have been successfully retained. This result
is a good example for showing effectiveness of our approach for super-resolution
in addition to blind inpainting because the minute details of both the butterfly
and the flower-petals have been enhanced and these look visually similar to the
ground truth shown in figure 5.5(e). Similarly, consider the results shown in figure
5.6 of a home image which also consists of large number of edge features. Even
in this case, the proposed algorithm provides a seamless inpainting with sharper
edge details.

The comparison between the PSNR values of results using (a) bicubically interpo-
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lated version of the scratched LR image, (b) our proposed approach and (c) bicu-
bically interpolated version of the original LR image are shown in table 5.1. Here,
we observe that in each case the PSNR for our result is significantly higher than
that for the bicubically interpolated version of the scratched LR image. Also the
PSNR values of our results are almost comparable to those for the bicubically in-
terpolated versions of the original LR images. Note that, due to the limitations on
the available computational resources, we could train our model for only 5000000
iterations, which is a significantly small number compared to the number of it-
erations performed by the state-of-the-art model [3]. The objective quality of the
results using our method in terms of PSNR can be improved if the model is trained
using higher number of iterations. Note that, with our present trained model the
PSNR is greater than that for bicubically interpolated version of the original LR

image in the case of the Monarch image shown in figure 5.5.

Table 5.2 shows comparison of our result with that of bicubic interpolation of orig-
inal LR image in terms of the blurriness and blockiness quality metrics. Lower
the values of these metrics, better is the image quality. For all the images, we can
observe that for our results, the blurriness and blockiness matrices have smaller
values in comparison to the interpolated version of the original LR image. Hence
we can say that the proposed method performs simultaneous blind inpainting

and super-resolution while avoiding the blurriness and blockiness artifacts.
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(a) Scratched (b) Bicubically (c) Simultaneously (d) Bicubic
LRimage interpolated scratched inpainted and interpolation of true LR
LR supre-resoved image

(e) Original HR (f) Enlarged (g) Enlarged
image of the image of the
region shown in region shown in
(© (d)

Figure 5.1: Simultaneous scratch inpainting and SR on boy image

(a) Scratched (b) Bicubically interpolated (c) Simultaneously inpainted

LR image scratched LR super-resolved image
(d) Bicubic interpolation of (e) Original HR
true LR

Figure 5.2: Simultaneous inpainting and SR on bird image

33



(a) Scratched (b) Bicubically (c) Simultaneously (d) bicubic interpolation
LR image interpolated scratched LR inapainted and of true LR
super-resolved image

(e) Original HR (f) Enlarged image (g) Enlarged image
of the region shown of the region shown
in (c) in (d)

Figure 5.3: Simultaneous scratch inpainting and SR on Lena image

(a) Scratched (b) bicubically interpolated (c) Simultaneously inpainted

LR scratched LR and super-resolved image
(d) bicubic interpolation of (e) Original HR
true LR

Figure 5.4: Simultaneous inpainting and SR on pepper image
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(a) Scratched LR (b) Bicubically interpolated (c) Simultaneously inpainted and
image scratched LR super-resolved image

(d) bicubic interpolation of true LR (e) Original HR

Figure 5.5: Simultaneous inpainting and SR on Monarch image

(a) (b) Bicubically (c) Simultaneously (d) Bicubic
Scratched  interpolated scratched inpainted and interpolation of true
LR image LR super-resolved output LR

(e) Original HR (f) Enlarged (g) Enlarged
image of the image of the
region shownin region shown in
(©) (d)

Figure 5.6: Simultaneous scratch inpainting and SR on home image
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Images PSNR for | PSNR for | PSNR for
bicubic inter- | proposed ap- | bicubic inter-
polation of | proach polation of
scrached LR original LR

boy 22.18dB 33.61dB 34.85dB

bird 24.43dB 33.72dB 35.80dB

Lena 24.67dB 34.13dB 34.69dB

pepper 25.48dB 34.85dB 34.95dB

Monarch 26.57dB 33.33dB 32.95dB

home 18.33dB 31.34dB 32.89dB

Table 5.1: Comparision of PSNR
Images Blurriness Blurriness for | Blockiness Blockiness for
for bicubic of | simultaneous | for bicubic of | simultaneous
original LR inpainting original LR inpainting
and SR and SR
boy 5.4138 5.2584 0.2718 0.1250
bird 5.0049 5.09 0.2718 0.1250
Lena 5.8324 5.6216 0.2404 0.1433
pepper 6.3044 6.1884 0.1935 0.0980
Monarch 5.34 5.27 0.2105 0.0030
home 5.1003 4.979 0.1305 0.0836

Table 5.2: Comparison of image blurriness and blockiness
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CHAPTER 6

Conclusion

In this work, we have presented a new deep learning based approach for simul-
taneous blind inpainting and super-resolution. The idea is to train a deep neural
network with a large number of scratched low resolution and corresponding true
high resolution image pairs. Initially, we used a stacked sparse denoising autoen-
coder to solve the problem simultaneous blind inpainting and super-resolution.
However, it was observed that, there are problems while training an autoencoder,

which can be solved with the help of other neural network architecture.

To overcome the drawbacks of an autoencoder in performing simultaneous in-
painting and super-resolution, a deep convolution neural network(CNN) is used.
The proposed network is blind, i.e. it fills the missing pixels or remove complex
pattern from images without manually masking them prior to inpainting. The
proposed approach of simultaneous inpainting and super-resolution using CNN
is supported by the results for images with varying complexity. The obtained re-
sults show that random scratches are completely removed and spatial resolution

is increased. Moreover, there is no loss of quality in the resultant image.

Although a specific network needs to be trained for a particular kind of noise
(scratches, super-imposed text), the network architecture remains same. The net-
work performance can further be increased by increasing number of layers in
CNN. Using a different set of training image pairs, the network can also be ap-
plied for super-resolution with higher upsampling factors.
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